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The Ernst Strüngmann Forum
Founded on the tenets of scientific independence and the inquisitive nature of 
the human mind, the Ernst Strüngmann Forum is dedicated to the continual 
expansion of knowledge. Through its innovative communication process, the 
Ernst Strüngmann Forum provides a creative environment within which ex-
perts scrutinize high-priority issues from multiple vantage points.

This process begins with the identification of themes. By nature, a theme 
constitutes a problem area that transcends classic disciplinary boundaries. It is 
of high-priority interest, requiring concentrated, multidisciplinary input to ad-
dress the issues involved. Proposals are received from leading scientists active 
in their field and are selected by an independent Scientifi c Advisory Board.
Once approved, a steering committee is convened to refine the scientifi c pa-
rameters of the proposal and select the participants. Approximately one year 
later, a focal meeting is held to which circa forty experts are invited.

Planning for this Forum began in 2003 and, much like a good bottle of wine, 
took a while to mature. In August, 2007, the steering committee was ultimately 
convened to identify key issues for debate and select the participants for the 
focal meeting, which was held in Frankfurt am Main, Germany, from July 
13–18, 2008.

The activities and discourse involved in a Forum begin well before par-
ticipants arrive in Frankfurt and conclude with the publication of this volume. 
Throughout each stage, focused dialogue is the means by which participants 
examine the issues anew. Often, this requires relinquishing long-established 
ideas and overcoming disciplinary idiosyncrasies which might otherwise in-
hibit joint examination. However, when this is accomplished, a unique syner-
gism results and new insights emerge.

This volume conveys the synergy that arose from a group of diverse ex-
perts, each of whom assumed an active role, and is comprised of two types of 
contributions. The first provides background information on key aspects of the 
overall theme. These chapters have been extensively reviewed and revised to 
provide current understanding on these topics. The second (Chapters 7, 10, 14, 
and 18) summarizes the extensive discussions that transpired. These chapters 
should not be viewed as consensus documents nor are they proceedings; they 
transfer the essence of the discussions, expose the open questions that remain, 
and highlight areas for future research.

An endeavor of this kind creates its own unique group dynamics and puts 
demands on everyone who participates. Each invitee contributed not only their 
time and congenial personality, but a willingness to probe beyond that which 
is evident, and I wish to extend my sincere gratitude to all. Special thanks 
goes to the steering committee (Derek Bickerton, Balázs Gulyás, Simon Kirby,
Luc Steels, and Eörs Szathmáry), the authors of the background papers, the 
reviewers of the papers, and the moderators of the individual working groups 
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(Frederick Newmeyer, Jim Hurford, Csaba Pléh, and Luc Steels). To draft a 
report during the Forum and bring it to its fi nal form is no simple matter, and 
for their efforts, we are especially grateful to Maggie Tallerman, Szabolcs 
Számadó, Anna Fedor, and Herbert Jaeger. Most importantly, I wish to extend 
my appreciation to the chairpersons, Derek Bickerton and Eörs Szathmáry,
whose belief in and support for this unique process overcame, at times, seem-
ingly insurmountable hurdles.

A communication process of this nature relies on institutional stability and 
an environment that encourages free thought. Through the generous support of 
the Ernst Strüngmann Foundation, established by Dr. Andreas and Dr. Thomas
Strüngmann in honor of their father, the Ernst Strüngmann Forum is able to 
conduct its work in the service of science. The involvement of the Scientifi c 
Advisory Board ensures the scientific independence of the Forum, and its work 
is gratefully acknowledged. This Forum was also supported by funds from 
the European Science Foundation EUROCORES Programme OMLL, from the 
EC Sixth Framework Programme (Contract no. ERAS-CT-2003-980409), and 
the German Science Foundation.

On behalf of all involved, I hope that this volume is successful in conveying 
a sense of this invigorating exercise and will assist in advancing the enquiry 
into the origins and biological foundations of syntax.

Julia Lupp, Program Director 
Ernst Strüngmann Forum
Frankfurt Institute for Advanced Studies (FIAS)
Ruth-Moufang-Str. 1, 60438 Frankfurt am Main, Germany
http://fi as.uni-frankfurt.de/esforum/

http://fi
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Preface
If the evolution of language is “the hardest problem in science” (Christiansen 
and Kirby 2003), then the evolution of syntax is the hardest part of that prob-
lem. While no species other than ours has, in the wild, a communication system 
that in any way resembles ours, a number of species have been able to master 
lexical reference and engage with humans in a primitive form of protolanguage 
(for an overview and references, see Bickerton 2009). No member of any other 
species, however, has shown any capacity to acquire even a rudimentary syn-
tax, and this capacity must therefore stand as one of the few true apomorphies 
of humans.

Deprived of that most useful of evolutionary tools, the comparative method, 
and dealing with a trait too abstract to leave any evidence in the fossil record 
(and only the sparsest and most ambiguous evidence in the archaeological re-
cord), how is science to proceed with the quest for the origins and biological 
foundations of syntax? There is one factor here that has both positive and nega-
tive consequences: the interdisciplinary nature of the inquiry.

“War is too important to be left to generals,” Clemenceau said. Language 
is too important to be left to linguists, and even if it were not, the self-denying 
ordinance to which linguists subscribed at a meeting of the Linguistic Society 
of Paris in 1866 sufficed to keep them, with very few exceptions, out of the 
game prior to the appearance of three pioneering works at the beginning of the 
1990s (Bickerton 1990; Pinker and Bloom 1990; Newmeyer 1991). Biologists 
felt stimulated by these expositions, and a few years later Maynard Smith and 
Szathmáry (1995) portrayed the evolution from primitive societies with pro-
tolanguage to modern societies with language as the last major transition in 
biological evolution.

Indeed, the evolution of language, including that of syntax, is of concern to 
biologists, anthropologists, and psychologists as it is a crucial part of the evo-
lution of humans. But it is of equal concern to psychologists, neurologists, and 
neurobiologists as a faculty in which large areas of the brain are involved; and 
it is of concern as well to computer scientists and modelers, offering problems 
which severely test their resources but for the solution of which their discipline 
offers almost the only route to empirical and replicable investigations. Clearly,
research in language evolution must be interdisciplinary and, equally clearly,
interdisciplinary efforts offer the best prospect of arriving at a solution, even 
if only by using the pooled knowledge from diverse disciplines to shrink the 
problem space and rule out solutions which, while plausible enough within 
the framework of a single discipline, quickly fall victim to counterevidence 
from others.

Conferences on language evolution featuring contributors from diverse fi elds 
have taken place ever since the mid-1970s (Steklis et al. 1976). However, those 
meetings suffered from at least two drawbacks. First, the topic was simply the 
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evolution of language; participants were free to discuss any aspect of language 
or language use—syntactic, semantic, lexical, phonological, pragmatic—from 
any perspective they chose, Second, there was no integrating structure to these 
conferences; people came, read papers, listened to papers by others, and left. 
This might give multidisciplinary exposure but there was relatively little mul-
tidisciplinary interaction. Accordingly, the negative side of interdisciplinary 
activities too often appeared. Each participant looked at the problem primarily 
or exclusively through the lens of that participant’s own discipline, and each 
discipline came with its own baggage: its own ways of dealing with data, its 
own unstated assumptions and particular perspectives that came with the ter-
ritory and often puzzled and mystified outsiders. Often, even the terms used 
in discussion had quite different meanings and connotations for members of 
different disciplines.

The idea for this meeting emerged in a series of conversations at the 
Collegium Budapest in 2002 between Derek Bickerton and Eörs Szathmáry.
From those conversations came the decision to seek a different kind of venue, 
one that would provide true interaction between representatives of diverse 
fields as well as diverse approaches within each field. We originally planned 
to hold this meeting as a Dahlem Workshop, but due to radical changes in that 
institution’s format, an alternative needed to be sought. It eventually took place 
in Frankfurt, on July 13–18 2008, under the auspices of the Ernst Strüngmann 
Forum, which has revived the original Dahlem tradition. At a Forum, instead 
of the simple presentation of a series of papers at most meetings, background 
papers are prepared by a substantial proportion of participants, each covering 
a different and substantive area of the overall field, and circulated in advance. 
There are no lectures or presentations; instead, the whole week is devoted to 
discussion, starting from the position papers but moving on to embrace every 
serious issue in each field. Participants were divided into four focal groups: 
linguistics, biology, brain sciences and computer modeling. In some sessions, 
groups debated by themselves, seeking to thrash out points of difference and 
achieve some measure of common ground; in others, members from other 
groups joined in and sought to merge their contributions by tackling some 
important issue of common interest. For many, this latter aspect of the meeting 
was the most valuable part of an extremely intensive week, constituting, as 
several said afterwards, a genuine learning experience.

This volume represents the results of our combined efforts. It includes the 
finalized background papers, which were modified and often extensively re-
written in light of the debate, together with reports of the discussions from 
each of the four specialist groups. As such, it provides a record of the fi rst 
ever conference on the evolution of syntax that involved real interdisciplinary 
interaction. We state this, not as a boast, but as a reminder to readers that it 
represents the commencement rather than the completion of a task. Given the 
complexity of the problem, and the diversity of the methods and sources on 
which that problem must draw for a solution, we might have rashly hoped for,
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but could not honestly have expected, some stunning breakthrough that would 
revolutionize the fi eld. What we got instead was steady and substantive prog-
ress in defining the overall nature of the problem, in assessing the capacities 
and limitations of each discipline concerned for dealing with that problem, in 
awareness of the missing pieces of the puzzle that will have to be assembled by 
future researchers, and in establishing the directions in which future inquiries 
must go.

The first goal in any interdisciplinary meeting is simply that of getting par-
ticipants from different backgrounds to accustom themselves to each others’
different cultures, methods, and tacit assumptions, and to approach positions 
that may sometimes appear to them bizarre or downright perverse with a genu-
ine humility, respect, and honest desire to learn something new, rather than try-
ing to impose their own Zeitgeist on others. This goal was certainly achieved in 
Frankfurt in full measure; all who took part were willing to listen.

There were certain areas in which members of all groups showed wide 
agreement. It was agreed (even by generativists who had once championed a 
modular “language organ”) that in light of modern brain imaging techniques, 
neither strictly localist modules á la Fodor (1983) nor the Broca/Wernicke divi-
sion-of-labor models still found in traditional neurology texts gave an accurate 
picture of the way in which language is organized in the brain. Nearer the prob-
able truth is something like the “language amoeba” hypothesis of Szathmáry 
(2001): a wide variety of linked brain areas, perhaps involving as much as half 
or more of the brain, that come together to carry out language operations but 
which also, separately or together, discharge a variety of other functions as 
well. Key questions are how the microstructure of the areas involved enables 
the relevant neuronal networks to carry out linguistic operations in humans 
(as opposed to apes), and how the genes can affect the development of such 
neuronal networks. Needless to say, the number of cells and connections in the 
brain ensures that any genetic control over development must be extremely 
general and indirect. The unraveling of all these complex and tangled issues 
constitutes an awesome task, made yet more difficult by the ransom noise that 
the brain constantly generates; neurons may change their firing rate, but they 
just won’t stop firing, even when they are doing nothing in particular. However,
once a task has been correctly defined, one has already made a decisive step 
towards completing it.

Another area of agreement might seem surprising in light of many current 
“primate-centric” studies of language evolution (Burling 2005; Hurford 2007). 
Most participants felt that there were no true precursors of syntax to be found 
among our nearest relatives. For anything like a syntactic precursor one had 
to go as far afield as songbirds, whose capacities in this direction have been 
well known since Marler (1972). This, of course, is what is often described as 
“phonological syntax,” the linking of sounds that do not have, either individu-
ally or collectively, any kind of referential meaning. It is also the case that the 
brains of songbirds are quite differently organized from those of mammals 
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(Avian Brain Nomenclature Consortium 2005) so any kind of homology seems 
intrinsically unlikely. However, the remarkable cognitive capacities of some 
birds, including vocal learning, tool use, logical inference, word learning from 
humans, etc., suggested to a number of participants that we should take much 
more seriously both the means by which songbirds achieve their often high-
ly complex productions and their methods of vocal learning (another feature 
they share with humans). Granted, no bird has shown the crucial combination 
of symbolic reference and syntax, the computational capacities of species so 
different both ecologically and neurologically from primates surely deserves 
further study.

Surprisingly (or perhaps not surprisingly—civil wars are notoriously the 
most vicious) there was often more agreement between groups than within 
them. In linguistics group (Tallerman et al., Chapter 7), a considerable measure 
of agreement was reached over the objective properties that constituted syntax; 
disagreement arose as soon as ways of analyzing and, even more crucially,
ways of explaining those properties came to the fore. In principle, everyone 
agreed that language comes from a mixture of nature and nurture, and that 
pure nativist or pure empiricist positions are now equally untenable. However,
this does not seem to have reduced the conflict between generativists, who see 
the core of syntax as lying in a set of highly abstract but language-universal 
principles, and functionalists or constructivists who see language as mediated 
primarily by cultural factors and functions of general cognition. These two 
positions open the doors to quite different views of syntactic evolution, as 
Tallerman et al. make clear.

Számadó et al. (Chapter 10) considered primarily questions about the evo-
lution and evolvability of syntax. Evolution of language, or even that of the 
language faculty, cannot be treated the same way as, say, the evolution of the 
kidney or the heart; for several reasons. One is that language itself is an adap-
tive system that has its own dynamics of change, even if the genetic back-
ground of language users is fixed. Second, in a social context biological fi tness 
of the agents is crucially influenced by neighboring conspecifics who can be 
poorer or better language users, and this partly determines the success, hence 
the fitness of the focal individual. Third, in the course of the emergence of 
language, evolution by natural selection has probably been complemented by 
factors that make selection proceed more rapidly, including genetic assimila-
tion (transformation of an initially learnt trait into a genetic one) and niche 
construction (where agents alter the environment to their own benefit, and that 
modified environment in turn becomes a selective pressure, triggering a benefi -
cial spiral.) Consequently, much remains to be done before we can determine 
the relative contributions of these mechanisms to the evolution of syntax, and 
to find out what components of syntax can become truly innate.

In the neurological group (Fedor et al., Chapter 14), it became clear that 
thanks to the development of several distinct but complementary modes of 
brain imaging, we now have a much richer and more sophisticated view of how 
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cognitive functions are distributed in the brain and the degree of cooperation 
between distinct and often distant brain areas that must accompany the sim-
plest linguistic task. But making sense of the storm of information that imaging 
has unleashed is no easy task. While some propose a coherent and seemingly 
plausible model of how syntactic tasks are partitioned—local connections and 
long-distance dependencies being handled by distinct brain circuits (Friederici, 
Chapter 11), others fi nd such models overly ambitious and at odds with some 
of the empirical data (Caplan, Chapter 12). The difficulty of resolving such 
disagreements prompts one to wonder if the present approach (aimed at deter-
mining what parts of the brain perform which linguistic functions, and where 
individual functions are located) is the only or even the best one. Ideally, one 
would like to see a flowchart, millisecond by millisecond, of the entire stream 
of relevant neural activity from the start of constructing a sentence to the com-
pletion of its utterance. It is questionable whether present imaging techniques 
can give the degree of spatial and temporal resolution this would require, but 
progress over the last two decades has been rapid enough to nurture the hope 
that such a goal may soon be attainable.

While neurologists have direct and immediate access to relevant data, biol-
ogists cannot run million-year experiments to see how language might evolve 
in some other species. This was the motivation driving the modeling group 
(Jaeger et al., Chapter 18). The advantage of modeling is that it forces us to 
think extremely clearly about our assumptions and the initial conditions that 
these entail. The disadvantage is that any model is only as good as its as-
sumptions. We have the impression that modeling of syntactic evolution has 
thus far only set the stage for truly relevant work in the future, when really 
crucial questions about syntax can be asked and perhaps answered. So far we 
have not learned a great deal about how syntax can emerge in these models, 
either because they are dealing with different issues (e.g., compositionality), 
or because the simulated agents are equipped with faculties (such as ability to 
parse phrase-structure grammars), the origin of which needs to be explained 
in the first place. Simulated agents should have emergent symbol grounding, 
rather than a set of prespecified meanings, and should not be allowed to em-
ploy biologically unrealistic algorithms such as back-propagation. However,
we still hope that advances made through different modeling approaches will 
be put together so as to test more detailed and realistic scenarios of language 
evolution. Without such computational models and robotic tests, a satisfactory 
understanding of the problem will be hard to attain.

To summarize (if it is possible to summarize so rich and varied a meeting, 
which will surely have repercussions throughout the field for years to come), 
this volume provides, for the first time, a clear view of how far we have come 
towards solving the problem of how syntax evolved and what infrastructure 
supports it. It also shows how far we still have to go and provides some vital 
guideposts to the routes we must follow in order to reach our goal. The impor-
tance of reaching it may not yet be fully appreciated, but it should be. Syntax 
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lies at the very heart of what it means to be human. It is the thing, indeed the 
only thing that enables us to bring words together to form complex and mean-
ingful statements. Without it, we would have no law, no science, no economics, 
no philosophy, no literature; all the intellectual works of which our species is 
so proud would collapse into meaningless word salad. That we are still unable 
to explain this faculty, how it evolved, what infrastructure supports it, opens up 
a (fortunately still unexploited) window for creationists and intelligent design-
ers, and should therefore provide strong incentives for researchers from every 
relevant discipline to tackle the problem—one whose solution, a century and a 
half after The Origin of Species, is surely long overdue.
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Syntax for Non-syntacticians
A Brief Primer

Derek Bickerton

Abstract

Some of the most basic concepts and processes in syntax— Merge (and the hierarchical 
structures it creates), binding, control, movement, and empty categories (elements that 
are “understood” but not phonetically expressed)—are briefly and simply described and 
illustrated. The chapter concludes with some suggestions regarding possible avenues 
of approach towards a fuller understanding of how syntax is instantiated in the human 
mind/brain.

Introduction

For the average lay person, word order is the most significant thing about syn-
tax. For some, it’s all of syntax.

Nothing could be further from the truth. In fact you could argue that word
order is an epiphenomenon, necessitated by the fact that we have only a single 
channel of speech, forcing words to be produced in a linear order, and that 
word order falls out merely from reading the terminal nodes of a hierarchical 
tree structure (such as that below) from left to right.

The most significant thing about syntax is its hierarchical structure. Syntactic 
trees are not just heuristic devices; they reflect how sentences must be con-
structed. Take the following example:

(1) Everyone who knows Mary says she likes Bill.

In linear order, Mary and says are adjacent and seem to show evidence of 
subject–verb agreement; indeed, Mary says she likes Bill is in itself a complete 
and fully grammatical sentence. In hierarchical structure, however, Mary and 
says are far apart from one another and not in a subject–verb relationship. 
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The proper relationship between Mary and says is shown when we create a 
simplified hierarchical tree structure for the sentence (many details omitted):

It will be noted that, as stated above, a reading of the node terminals from left 
to right yields the sentence described by, and analyzed in, the syntactic tree.

Merge as the Central Process in Syntax

As the above suggests, what one might intuitively describe as the “closeness” 
of words is illustrated by their positions in the tree. The closest relationship is 
that known as “sisterhood”—one between two words exclusively dominated 
by a single node, such as knows and Mary, or likes and Bill. Although Mary
and says have a linear adjacency similar to that between knows and Mary, the 
relationship between them is remote, since the only node that dominates both is 
the node that dominates the entire sentence. The degree of closeness is further 
shown by the fact that words cannot normally be inserted between sisters: we 
can say, She obviously likes Bill or She likes Bill, obviously, but not *She likes 
obviously Bill. (An asterisk in front of a sentence indicates that the sentence is 
ungrammatical.)1

The basic syntax-creating process proposed by Chomsky’s Minimalist
Program (Chomsky 1995) is Merge: a process that takes any two units (words, 
phrases, clauses…) and forms them into a single unit, subject to “feature-
matching.” For instance, likes has the feature [+transitive] that must be satis-
fied by a Theme argument in object position, while a noun like Bill must seek a 
verb that still requires an argument. The unit [likes Bill] requires a subject that 
is third-person singular; she supplies this deficiency and is therefore merged
with [likes Bill] to yield [she [likes Bill]]. (Note that bracketing is simply a 

1 It should be noted that while in English a verb and its direct object are generally sisters, in 
many European languages an adverb or other verbal modifier, if present, may be a sister of the 
verb (at least in surface structure; see Rizzi, this volume). 

says

Everyone she

who likes Bill

knows Mary
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notational alternative exactly mirroring the structure of a syntactic tree.) The
process is repeated until the sentence is complete, and naturally it cannot be 
completed until all the requirements of the lexical items it contains have been 
satisfied. Here are a few simple examples of sentence failures:

(2) (a) *broke the bottle (lacks an agent argument in subject position)
(b) *Mary see John daily (third-person agreement required)
(c) *Reciprocity invited Bill (verb needs [+human] agent)
(d) *There seems someone to be asleep (someone inappropriately merged;

dummy subject there appropriate only if someone is first merged with 
asleep)

The order in which the various operations of Merge are performed will, of 
course, determine the linear order of constituents. In English, the general rule 
is that verbs will first be merged with their direct objects (if present); then 
the resultant verb–object combination will be merged with indirect objects (if 
there are any) and adverbial phrases, subjects being merged last into the struc-
ture. Other languages may adopt different orders. The overriding consideration 
is that the argument structure of the sentence be recoverable—in other words, 
that it is possible to determine who did what to whom, when, and where (if 
the latter are specified). Languages may adopt strategies other than sequential 
ordering of Merge (e.g, case marking) in order to achieve a greater degree of 
freedom in ordering constituents. (In general, earlier in the sentence equals old 
information, later means newer, so some degree of flexibility in ordering may 
be communicatively advantageous.)

Although this was not the purpose for which it was originally designed, 
sentence construction via Merge forms a plausible model of how the brain may 
actually operate in creating sentences. Much evidence suggests that, rather 
than sending individual words directly to the motor organs of speech, the brain 
combines neural signals representing several words (at least up to the level 
of phrases or short clauses, perhaps demarcated by intonational phenomena) 
before it dispatches them for utterance. Such segments may well correspond 
to Chomsky’s proposed “phases” (Chomsky 2001) which are dispatched in-
dividually to Phonetic Form for Spell-out, after which such phases are inac-
cessible for further syntactic computation. It should be apparent that Merge
(as distinct from the purely linear bead-stringing process underlying protolan-
guage, where it is assumed, on the basis of phonological behavior by speak-
ers of pidgin [Bickerton 2008, chap. 8; Bickerton and Odo 1976], that single 
words are dispatched separately to the speech organs) automatically creates 
 hierarchical structures.

A crucial question for anyone examining the evolutionary origins of syn-
tax is whether Merge involves recursion. It has been claimed in one widely 
cited paper (Hauser et al. 2002) that it does, and that recursion is unique to 
humans, requiring us to assume either a special mutation or the exaptation of 
some task-specific mechanism that predated—hence originally had nothing to 
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do with—language. In linguistics, recursion is generally defined as the ability 
to insert one structure inside another of the same kind. However, this concept 
seems to have originally arisen from early (and long-abandoned) generative 
analyses (Bickerton 2009, chap. 12). According to a reviewer of an earlier ver-
sion of this paper, it is only if one adopts an unlabeled version of Bare Phrase 
Structure (as in, e.g., Collins 2002) that the usual definition of recursion fails 
to apply. This view, however, seems to confuse notational with operational 
criteria. The issue is not whether, in some descriptive notation, the label for 
one structural type does or does not fall within the boundaries indicated by 
the label of a similar structural type (CP within CP, NP within NP…). It is 
whether (assuming Merge to be an actual operation performed by the brain) the 
brain, in the course of constructing sentences, actually inserts a member of one 
structural type within another member of the same type. Were this the case, the 
claim by Hauser et al. (2002) that some uniquely human adaptation is required 
for recursion might stand a chance of being true. However, if the brain obeys 
Merge, it does not insert anything within anything, but merely merges ever-
larger segments of lexical material with one another until a complete sentence 
is achieved.

It is, of course, possible to adopt a looser definition of recursion, one that 
makes Merge itself a recursive process, by defining the latter as any process 
that uses the output of one stage as the input to the next. This solution is ad-
opted by Rizzi (this volume). However, recursion defined in these terms could 
apply to almost any process, including processes routinely executed by other 
species—a bird building its nest, for example:

Step 1: Weave two twigs together.
Step 2: Interweave a third twig with the interwoven pair.
Step 3: Interweave a fourth twig with the interwoven three, etc.

With this second definition, any justification for claiming recursion as a 
uniquely human component of the narrow language faculty simply disappears. 
In short, Merge itself can be treated as an iterative rather than a recursive op-
eration, requiring no specialized development in the human brain.2

2 It is useful to relate these two approaches to linguistic recursion to concepts of recursion in 
mathematics and computer science, especially since the modeling approaches are gaining mo-
mentum. With some simplification, Rizzi’s second definition is like any primitive recursive 
function that can repeatedly be applied to its own output; most well-known functions are like 
this (such as addition, multiplication, exponentiation, etc.). In computer science, solving a 
problem using recursion means the solution depends on solutions to smaller instances of the 
same problem. A loop in a computer program, when executed, calls itself again and again until 
a certain condition is met, when the program jumps out of the loop. The very definition of a 
factorial is recursive in this richer sense, since fact(n) = 1 if n = 0, and fact(n) = n fact(n – 1) 
if n > 0. Merge could be regarded as an operation that calls itself in the course of sentence 
construction: the accomplishment of Merge at the lowest levels of the tree requires some lin-
guistic features that trigger a further application of Merge, until the sentence is completely 
assembled.  However, it should be noted that the recursivity of the process depends crucially 
on the materials merged, i.e., words.  It is the fact that words (and combinations of words) have 
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However, while Merge is central to syntax, it far from exhausts the phe-
nomena that an evolutionary account of syntax must explain. Among the most 
salient of these are binding, control, movement, and the reference of empty 
categories. All of these processes (with minor variations specific to individual 
languages) are found universally in language, and have in common the fact that 
they can only operate over limited domains. In other words, all seem to involve 
some principle or principles of “ locality” that demarcate the sections of trees 
over which processes can operate.

Binding

Binding is a relationship that exists between anaphors (e.g., refl exives, recip-
rocals, pronouns) and their antecedents. Typically, pronouns are free in refer-
ence. Take the sentence we already examined:

(3) Everyone who knows Mary thinks she likes Bill.

On pragmatic grounds, we prefer an interpretation that identifi es she as Mary.
However, this is not necessarily the case; she could, in principle, refer to any 
individual female. However, in the sentence Mary likes her, Mary and her can-
not refer to the same person, whereas in Mary likes herself, herself can only 
refer to Mary.

In general, anaphors cannot occur outside the clause that contains their an-
tecedent. For instance, in the sentence Mary asked Susan to wash herself, the 
meaning cannot be that Mary asked Susan to wash Mary. However, there are 
exceptions in both directions. The following sentence, for example, is gram-
matical, with himself co-referring outside its clause with John.

(4) John believes that stories about himself are exaggerated.

But then so is:

(5) Mary saw a snake near her.

Here, a pronoun within the same clause may refer to Mary. Definition of a bind-
ing domain has therefore not proven easy, even for English (without taking the 
complications introduced by other languages into account). Consequently, the 
fact that native speakers of any language can acquire, without explicit train-
ing, distinctions that have eluded trained linguists suggests that there must be 
a limited set of possible algorithms for binding, innately established, and that 

dependencies that must be filled which drives repeated applications of Merge until the problem 
is solved—that is, until the complete grammatical sentence is generated.  In other words, it is 
not simply Merge, but rather Merge + lexical material that constitute the recursive process, as 
well as force it to result in a hierarchical structure. This suggests that Pinker and Jackendoff
(2005) were correct when, contra Hauser et al. (2002), they listed words as a uniquely human 
part of the language faculty.
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children can select among these on the basis of very limited data (what kind of 
data, how much, and much more remain topics for future inquiry).

 Control

The subjects of certain nonfinite verbs in subordinate clauses are “controlled” 
(given obligatory reference) by constituents of higher clauses. Typical are sen-
tences of the following kind:

(6) Mary expects to arrive shortly.

Although there is no overt subject for arrive, that verb is understood to be co-
referential with the subject of the higher verb, Mary. However, if the higher 
verb also has an object, this usually supplies the (understood) subject of the 
lower verb:

(7) Mary told Bill to leave immediately.

Here, Bill is taken as the subject of leave. There are some exceptions to this 
rule, for example:

(8) Bill promised Mary to leave immediately.

Here, Bill is understood as the subject of leave.
Control, as compared to binding, seems to involve a relatively straightfor-

ward algorithm involving locality: select the “closest” (in terms of tree struc-
ture) possible antecedent for the verb in question, subject to lexical exceptions 
(like promise) that are, in turn, determined by purely semantic considerations.

Movement

Do constituents of sentences “really” move around, or can the empirical data 
that suggest they do be explained some other way? This question, in one form 
or another, has concerned generativists since the dawn of generative grammar,
even though Chomsky himself once suggested that movement and alternative 
explanations might merely be “notational variants” of one another. (The ques-
tion’s most recent incarnation involves attempts to derive Move from—or in-
corporate it somehow into—Merge.)

Phenomena that suggest the existence of movement involve cases where 
some constituent seems to have been “displaced” from its “normal” position:

(9) Who did Mary see___?

Since who clearly functions as the object of see, movement theorists hypoth-
esize that who, originally in the object position, has been moved to the left 
periphery of the sentence. Seemingly confirming this is the parallel evidence of 
“express surprise/request confirmation” pseudo-questions such as:
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(10) Mary saw who?

What is referred to as the copy theory of movement removes some, but not all, 
of the problematic features of movement by assuming an intermediate stage 
in the derivation consisting of Who did Mary see who? followed by deletion 
of the lower occurrence. (Other possible solutions—the leaving of “traces” at 
movement sites, or the assumption that those sites contain “empty categories” 
subject to general rules of interpretation for such categories—need not con-
cern us here, although we return to the second issue below.) What concerns us 
here is that the relationships between “extraction sites” and overt positions—
often referred to as long-distance dependencies (LDDs)—fall under local-
ity restrictions somewhat different from those that apply in cases of control 
and binding.

Some pre-minimalist versions of generative grammar sought to capture 
those restrictions with a notion known as subjacency (originally “lying near-
by but lower”), which defined the domain within which LDDs could hold as 
(roughly) the clause that had the moved constituent at its left periphery plus 
any chain of subcategorized clauses below that clause in the tree. Thus a wh-
word could be moved to the left periphery of any sentence along the lines of:

(11) Who do you think Bill believes that Mary saw ___?

A subcategorized clause is one that is required by a higher verb; think and be-
lieve both take sentential complements. However, if a subordinate clause is not 
subcategorized, movement results in ungrammaticality:

(12) (a) *Who did Bill have a bad cold ever since he met ___?
(b)  *What did John sing ___ and Mary accompanied him?
(c) *Who did the fact that Mary likes ___ irritate Bill?
(d)  *What did Mary see the man who played ___?

Note that

(13) (a) Bill has had a bad cold ever since he met John.
 (b) John sang German folksongs and Mary accompanied him.

(c) The fact that Mary likes John irritates Bill.
(d) Mary saw the man who played the tuba.

are all perfectly grammatical sentences that would be appropriate answers to 
the questions in (12), if those questions could be asked. Items in the underlined 
positions, however, cannot be questioned, at least not in the ways shown.

The ungrammaticality of sentences like in (12) cannot be dismissed as a 
result of semantic or pragmatic factors. Sentences are assembled automati-
cally, at very high rates of speed—too fast for any conscious monitoring (or 
even conscious awareness) of the process. There must surely be some kind of 
algorithm the brain executes to ensure that (except through very occasional 
error) sentences like the starred examples do not occur.
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Reference of Empty Categories

As we saw above, hypothesized movement creates empty categories—sites
where you would expect to find an overt constituent but do not, where you 
have to search among overtly expressed items to determine what these empty 
categories refer to. But empty categories also occur in sentences where no 
movement—or at least, no overt movement of the kind discussed in the previ-
ous section—has occurred. In many of these latter cases, in contrast to overt 
movement cases, empty categories may alternate with pronouns, yielding pairs 
of sentences both of which are fully grammatical but which differ sharply in 
meaning. Consider examples like the following:

(14) (a) Mary is too angry to talk to.
(b) Mary is too angry to talk to her.

In the first example, there are two empty categories, respectively subject and 
object of talk to:

(15) Mary is too angry ___ to talk to ___.

At first sight, the first empty category might seem to fall under “control,” as 
described above; however, the algorithm that determines empty-category ref-
erence has to start with the most deeply embedded empty category (the one 
nearest the bottom of the syntactic tree). This must be identified with an overt 
referential constituent in the sentence, and there is only one, Mary, which must 
accordingly be identified as the object. However, since no two items in the 
same clause may co-refer (unless that fact is marked by a reflexive pronoun or 
some other explicit marker of co-reference), Mary cannot be interpreted as the 
subject in this case. Thus the first empty category must be assigned arbitrary 
reference, i.e., interpreted as people (unspecifi ed) or anyone, hence the mean-
ing of the sentence is Mary is too angry for anyone to talk to Mary.

The presence of a pronoun in the second member of the pair changes the 
dynamics of the sentence. Since the first empty category (subject of talk to) is 
now the only one in the sentence, it becomes free to co-refer with Mary, and 
since clause-mates cannot co-refer, her can then no longer be interpreted as 
Mary but must be read as some female person other than Mary.

Note that, in a superficially similar pair of sentences, the references of pro-
noun and empty category are reversed; the pronoun can be (and will be, with a 
very high degree of probability) interpreted as Mary, while the empty category 
cannot be thus interpreted.

(16) (a) Mary needs somebody to talk to.
(b) Mary needs somebody to talk to her.

As before, the fi rst sentence contains two empty categories, in the same posi-
tions and with the same functions as before:

(17) Mary needs somebody ___ to talk to ___.
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In this case, in contrast to Mary is too angry to talk to, there are two referen-
tial constituents in the sentence: Mary and somebody. As before, the deepest-
embedded empty category is identifi ed fi rst, and since its nearest possible an-
tecedent is somebody, it is thus interpreted, leaving the first empty category to 
select the next-closest referential unit, Mary, as its antecedent. In the second 
member of the pair, however, the presence of the pronoun leaves the subject 
of talk to as the only empty category requiring a co-referent. Since somebody
is the closest referential item, it is interpreted as the subject, leaving Mary as a 
possible (and for pragmatic reasons, by far the likeliest) antecedent.

It would be satisfying if we could take all cases of empty-category reference 
assignment, including those cases involving movement and control, and sub-
sume them under a single algorithm. However, this does not seem to be possi-
ble, since the item co-referent with an extraction site may be found indefi nitely 
far from that site, while the site itself must obligatorily remain empty (i.e., 
cannot alternate with a pronoun, unlike the cases just discussed). For our pres-
ent purposes, it is unnecessary to attempt to find a common algorithm; we need 
merely to understand that in order to handle syntactic processes, the brain must 
be sensitive both to the nature and extent of specific domains (e.g., subcatego-
rized and non-subcategorized clauses and phrases) and to relative distances (in 
terms of position in a tree, not serial order) between referential constituents.

For those who would claim that the aspects of syntax discussed above could 
constitute learned behaviors, rather than the results of automatic, autonomic 
neural processes, the reference of empty categories represents the most dif-
ficult counterevidence to settle. How do you learn a nothing? Here the burden 
of proof clearly lies with those who would argue for learning as an adequate 
explanation of syntactic processes.

Beyond Analysis

To summarize, syntax consists of a process for progressively merging words 
into larger units, upon which are superimposed algorithms that determine the 
reference of items (in various types of structural configuration) that might oth-
erwise be ambiguous or misleading. Many other factors—far more than can be 
mentioned here—are implicated in syntax, but the processes described above 
are central to it, and if these can be accounted for in evolutionary and neuro-
biological terms, we will have taken a massive step forward.

Although strictly speaking this lies outside the scope of the present paper, it 
may be worthwhile to briefly glance at some further considerations that affect
the problems facing us, and suggest some lines of inquiry that might prove 
fruitful, or at worst, provide a null hypothesis that may serve as a basis for 
further investigation.

If we are looking at biological foundations and origins, we would do well 
to forget about the distinction between competence and performance. This
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distinction proved useful, in the early days of generative grammar, to deter-
mine what was valid empirical evidence and what was mere accident and hap-
penstance. The distinction between ungrammatical and grammatical sentenc-
es was crucial to the enterprise—no one previously had thought about what 
couldn’t be said, merely about what could—and the distinction seemed best 
made on the basis of a presumed body of invariant knowledge, either Universal 
Grammar or the grammar of a specific language. So was born the distinction 
between competence (knowledge of language) and performance (how that 
knowledge was expressed in the creation of actual sentences, subject to all the 
potential confounds of memory limitations, slips of the tongue, and so forth), 
with competence as the primary focus of research and performance generally 
downgraded, ignored, or postponed for future inquiry.

There is good reason, however, to believe that the distinction between com-
petence and performance has outlived its usefulness. It is surely not by ac-
cident that a standard reference work on the cognitive sciences (Wilson and 
Keil 1999) contains no entry for “competence–performance distinction” (even 
though most other issues in generative grammar are extensively documented) 
but merely refers the reader to three other entries, none of which mentions 
the competence–performance distinction. Any evolutionary account surely 
demands that we treat language as an acquired behavior rather than a static 
body of knowledge, a behavior with deep roots in our biology but expressed 
through real-time actions of neurons, axons, synapses, and speech organs. Our 
focus should be fi rmly fi xed on what humans, and their brains, had to be able 
to do in order to rapidly, automatically, and unconsciously produce sentences 
that would fall within the quite narrow bounds that delimit human language. 
What was required for these tasks might in principle represent (or be derived 
from) either capacities shared with other animals but selected for novel pur-
poses, or novel, purpose-built capacities unique to the human species. But the 
null hypothesis clearly is that given symbolic units to combine, the processes 
used to combine them were ones of a fairly general nature, already present in 
the genome and shared with other mammalian (and perhaps even avian) spe-
cies. While some rewiring of the brain may well have been required, it was 
most likely a rewiring of existing areas (areas that had previously had a variety 
of functions), rather than one that required the superimposition of some task-
specific mechanism unique to (and uniquely used for) language.

Aside from what was required to produce Merge (in all probability a do-
main-general, iterative mechanism already used to integrate sensory inputs 
within single modalities and perhaps also cross-modally), it is worth consider-
ing the likeliest mechanism for use in dealing with the other syntactic process-
es outlined above. These, as we have seen, require sensitivity to distance be-
tween individual constituents and sensitivity to boundaries between syntactic 
units. The most parsimonious solution would, as with Merge, employ one (or 
more than one) already-existing domain-general mechanism, and a plausible 



Syntax for Non-syntacticians 13

candidate would be the brain’s ability to establish sequence by means of the 
fading of neural signals.

All neural signals degrade over time, so that ceteris paribus the equations 
stronger = later and weaker = earlier should hold over all brain operations. 
Since Merge combines constituents in a temporal series of sequential opera-
tions, it should be possible for the brain to keep track of sequence by exploiting 
this aspect of neural signaling.

Note that focusing on processes and how the brain might execute them, rath-
er than on hypothesized linguistic knowledge, might help to restrain what has 
been one of the most recurrent (as well as the most frustrating) developments 
in generative grammar. That theory has passed, since its inception, through at 
least five avatars: Chomsky’s original (1957) formulation, the Standard Theory,
the Extended Standard Theory, the Principles and Parameters framework, and 
the Minimalist Program. Each new avatar has undertaken a radical revision of 
its predecessor, and each revision has been prompted by the fact that the pre-
ceding version had proliferated and complicated itself to an inordinate extent. 
However, each of these versions eventually succumbed to the very failings it 
was created to correct. The latest, the Minimalist Program, is no exception. In 
its origins the leanest and most elegant expression of generative grammar (see 
Rizzi’s admirably clear and concise description in this volume), it has become 
a jungle of arcane technicalities, daunting for any neurobiologist who might 
hope to reconcile it with the workings of the human brain.

The need is obvious: to nail down the biological foundations of syntax de-
mands scholars who combine a thorough training in both linguistics and neu-
robiology, enough so that they give neither precedence over the other in their 
thinking. Given the traditional Balkanization of science, this may be a lot to 
ask. But until such scholars are available, researchers in both communities 
should remain as open to one another as possible. There is a great temptation to 
say things like, “That linguistic model could never be realized by the brain,” or 
“That neurological model is far too simplistic to account for language.” Such 
remarks, however plausible they may seem, are no more than assumptions. 
The issues themselves are empirical. The brain creates sentences somehow,
and the way it actually does this must constitute the real and only true gram-
mar of language.
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The Biological Background 
of Syntax Evolution

Anna Fedor, Péter Ittzés, and Eörs Szathmáry

Abstract

It is difficult to gain an understanding of language since we do not know how it is pro-
cessed in the brain. Many areas of the human brain are involved in language-related ac-
tivities, including syntactic operations. Aspects of the language faculty have signifi cant 
heritability. There seems to have been positive selection for enhanced linguistic ability 
in our evolutionary past, even if most implied genes are unlikely to affect only the lan-
guage faculty. Complex theory of mind, teaching, understanding of cause and effect,
tool making, imitation, complex cooperation, accurate motor control, shared intention-
ality, and language form together a synergistic adaptive suite in the human race. Some 
crucial intermediate phenotypes, such as analogical inference, could have played an 
important role in several of these capacities. Pleiotropic effects may have accelerated, 
rather than retarded, evolution. In particular, it is plausible that genes changed during 
evolution so as to render the human brain more proficient in linguistic processing.

Introduction

Natural language is a fascinating phenomenon, and it is undoubtedly partly 
biological. Apes, dolphins, and parrots are unable to acquire language by learn-
ing, no matter how hard they try. There must be something in our genetic en-
dowment that makes humans “ready” for language. Some people think that 
this readiness is simply due to higher intelligence. Although this may be true 
in a very broad sense, such claims do not explain how this intelligence differs
from that of, say, apes. Humans seem to have gained an insight into the cause 
and effect in the physical domain, and we are able to produce and use tools by 
the so-called subassembly strategy. To us it seems that humans possess a few 
neural procedural capacities that are shared by several important faculties, and 
that these exist only in very rudimentary forms in other animals. One such pro-
cedural element is the ability to handle hierarchical structures efficiently: in the 
language domain, this is the recursive element of syntax; in the tool-making 
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domain, this is the subassembly strategy; in the theory of mind domain, this is 
second-, third-, and fourth-order intentionality. We propose that over the past 
ca. 5 million years, there has been selection on several different capacities in 
the hominine lineage; these capacities are partly overlapping, and the intensity 
of selection most likely shifted (perhaps several times) over these domains. 
There may have been a period during which tool use and tool making were 
primarily favored, but then the positively selected genetic variants could well 
have turned out to be favorable in some of the other critical domains.

Fisher and Marcus were right when they stated:

In short, language is a rich computational system that simultaneously coordi-
nates syntactic, semantic, phonological and pragmatic representations with each 
other, motor and sensory systems, and both the speaker’s and listener’s knowl-
edge of the world. As such, tracing the genetic origins of language will require 
an understanding of a great number of sensory, motor and cognitive systems, of 
how they have changed individually, and of how the interactions between them 
have evolved (Fisher and Marcus 2006, p. 10).

The study of language origins has, however, been hampered by the fact that 
there is a critical lack of detailed understanding at all levels, including the lin-
guistic one. There is no general agreement among linguists as to how language 
should be described: widely different approaches exist, and their proponents 
often have very tense scientific and other inter-relationships. As biologists, we 
maintain that symbolic reference combined with complicated syntax (includ-
ing the capacity of recursion) constitutes the least common denominator in this 
debate. Within this broad characterization, we would like to draw attention to 
two approaches which have, perhaps surprisingly, a strongly chemical char-
acter. The first is the Minimalist Program of Noam Chomsky (1995), where 
the crucial operator is Merge, the action of which triggers certain rearrange-
ments of the representation of a sentence. There is a broad similarity between 
this proposal and chemical reactions (Maynard Smith and Szathmáry 1999). 
An even closer analogy between chemistry and linguistics can be detected in 
the second approach: Luc Steel’s Fluid Construction Grammar (Steels 2004; 
Steels and de Beule 2006). Here, semantic and syntactical “valences” have to 
be filled for correct sentence construction and parsing. We should note that 
the roots of genetic inheritance are, of course, in chemistry, and that even at 
the phenomenological level Mendelian genetics was a stoichiometric para-
digm, influenced by contemporary chemical understanding (elementary units 
that can be combined in certain fixed proportions give rise to new qualities). 
Chemical reactions can be also characterized by rewrite rules. In-depth study 
is required to consider the ramifications of this analogy: the deeper it goes, the 
more benefit one can hope from taking the analogy seriously.

There are now attempts to rethink Fluid Construction Grammar in terms of 
replicator dynamics within the brain. This may sound surprising, but one should 
not forget that the question of whether thinking or language is performed in the 
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brain by processes analogous to evolution by natural selection is wide open. 
Ever since the ideas of William James (1890), some suspect that brain dynam-
ics will be proven to include a crucial evolutionary element, just as it is now 
known to apply for the immune system. The immune system is particularly in-
teresting because it is both an evolutionary (D’Eustachio et al. 1977) and gen-
erative system (Jerne 1985). A few selectionist approaches to brain epigenesis 
and function exist (Dawkins 1971; Changeux 1983; Finkel and Edelman 1985) 
but they lack one crucial component: multiplication. The only existing attempt 
was carried out by Calvin (1996), and this triggered further research on how 
language may be processed in the brain (Calvin and Bickerton 2000). The main 
problem with Calvin’s mechanism is the lack of connectivity copying from one 
brain site to another. Such a mechanism is crucial if we think that connectivity 
encodes information about alternative hypotheses, among which some reward 
mechanism selects the better ones (Fernando et al. 2008), and it is also needed 
to close the gap between neuroscience and the evolutionary epistemology of, 
say, Campbell (1974).

Language needs certain prerequisites. Some, however, are not especially 
relevant to the main problems addressed in this volume. For example, apes 
do not possess a descended larynx nor do they have cortical control over their 
vocalizations. Undoubtedly, these traits must have evolved in the human lin-
eage, but we do not think that they are indispensable for language as such. One 
could have a functional language with a smaller number of phonemes, and sign
language does not require either vocalization or auditory analysis (Senghas et 
al. 2004; MacSweeney et al. 2008). Thus, our focus is primarily on the neu-
ronal implementation of linguistic operations, irrespective of the modality.
It is difficult to imagine the origin of language without capacities for teach-
ing (which differs from learning), imitation, and a complex theory of mind 
(Premack 2004). Apes are limited in all these capacities. It is fair to assume that 
these traits have undergone significant evolution because they were evolving 
together with language in the hominine lineage. To this one should add—not 
as a prerequisite, but as a significant human adaptation—the ability to cooper-
ate in large non-kin groups (Maynard Smith and Szathmáry 1995). Together,
these traits form an adaptive suite that is specific to humans. We suggest that 
in any selective scenario, capacities for teaching, imitation, some theory of 
mind, and complex cooperation must have been rewarded, because an innate 
capacity for these traits renders language evolution more likely (Szathmáry 
and Számadó 2008b).

From the neurobiological perspective, we call attention to the fact that some 
textbooks (e.g., Kandel et al. 2000) still present a distorted image of the neu-
robiological basis of language. It is very simplistic to assign the Wernicke and 
Broca areas of the left hemisphere to semantics and syntax, respectively. The
localization of language components in the brain is extremely plastic, both be-
tween and within individuals (Neville and Bavelier 1998; Müller et al. 1999). 
Surprisingly, if removal of the left hemisphere happens in the first few months 
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after birth, the patient can nearly completely retain his/her capacity to acquire 
language. This stands, of course, in sharp contrast to the idea of anatomical 
modularity. It also severely limits the idea that only the afferent channels 
changed during the evolution of the human brain: modality independence and 
the enormous brain plasticity in the localization of language favor the idea that 
whatever has changed in the brain to render it capable of linguistic process-
ing must be a very widespread property of the neuronal networks (Szathmáry 
2001). Components of language (as well as those of other capacities) get local-
ized during development somewhere in any particular brain in the most func-
tionally “convenient” parts available (cf. Karmiloff-Smith 2006). Language is 
just a certain activity pattern of the brain that finds its habitat, like an amoeba 
in a medium. The metaphor “ language amoeba” expresses the plasticity of 
language, but it also calls attention to the fact that a large part of the human 
brain is apparently a potential habitat for it; no such habitat appears to exist in 
nonhuman ape brains (Szathmáry 2001).

For a long time, there has been a dogma concerning the histological uni-
formity of homologous brain areas in different primate species. Recent inves-
tigations, however, do not support this claim (DeFelipe et al. 2002). In fact, 
the primary visual cortex shows marked cytoarchitectonic variation (Preuss 
2000), even between chimps and man. Therefore, one cannot at all exclude the 
possibility that some of the species-specific differences in brain networks are 
genetically determined, and that some of these are crucial for human language 
capacity. As discussed above, these language-critical features must be a rather 
widespread network property. Genes affect language through the development 
of the brain. Thus the origin of language must be to a large extent an exer-
cise in the linguistically relevant developmental genetics of the human brain 
(Szathmáry 2001).

Consider the existing data on genetic changes that are more directly rel-
evant to language. The FOXP2 gene was discovered to have mutated in an 
English-speaking family (Gopnik 1990, 1999). It has a pleiotropic effect: it 
causes orofacial dyspraxia, but it also affects the morphology of language. 
Affected patients must learn or form the past tense of verbs or the plurals of 
nouns case by case, and even after practice they do so differently from unaf-
fected humans (for a review, see Marcus and Fisher 2003). FOXP2 underwent 
positive selection (Enard et al. 2002) in the past, which demonstrates that there 
are genetically influenced important traits of language other than recursion 
(Pinker and Jackendoff 2005), contrary to other opinions (e.g., Hauser et al. 
2002). In addition, there is a known human language that apparently has no 
recursion: the Pirahã language in the Amazon (Everett 2005). It would be good 
to know how these particular people manage recursion in other domains, such 
as object manipulation or “action grammar” (cf. Greenfi eld 1991).

The capacity to handle recursion appears to differ from species to species. 
Tamarin monkeys, for example, have demonstrated insensitivity to auditory 
patterns defi ned by more general phrase structure grammar, but they discover 
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violations of input conforming to finite state grammar (FSG; Fitch and Hauser 
2004). Human adults are sensitive to both violations (but see discussion below). 
Needless to say, it would be very interesting to know the relevant sensitivi-
ties in apes and human children (preferably just before they master grammar 
of natural language). One should design an experiment capable of producing 
consistent patterns of such a capacity in evolving neuronal networks, and then 
reverse engineer proficient networks to discover the evolved mechanisms for 
this capacity (see below).

We share the view that language is a complex, genetically infl uenced sys-
tem for communication that has been under positive selection in the human 
lineage (Pinker and Jackendoff 2005). The task of the modeler, then, is to try 
to model intermediate stages of a hypothetical scenario and, ultimately, to re-
enact critical steps of the transition from protolanguage (Bickerton 1990) to 
language. It cannot be denied that language is also a means for representation. 
This is probably most obvious for abstract concepts, for which the generative 
properties of language may lead to the emergence of a clear concept itself. 
This is well demonstrated for arithmetics. For instance, an Amazonian indig-
enous group lacks words for numbers greater than 5; hence they are unable to 
perform exact calculations in the range of larger numbers, but they do have 
approximate arithmetics (Pica et al. 2004).

Language changes while the genetic background also changes (this must 
have been true especially for the initial phases of language evolution), and 
the processes and timescales involved are interwoven. This opens up the pos-
sibility for genetic assimilation: some changes that each individual must learn 
at first can later become hardwired in the brain. Some have endorsed the im-
portance of this mechanism in language evolution (Pinker and Bloom 1990), 
whereas others have raised doubt (Deacon 1997). Deacon’s argument against 
it is that linguistic structures change so fast that there is no chance for the 
genetic system to assimilate any grammatical rule. This is true, but not very 
important. There are linguistic operations—performed by neuronal computa-
tions and related to compositionality and recursion among others—that must 
have appeared sometime in evolution. Whatever the explicit grammatical rules 
are, such operations must be executed.

Hence, a much more likely scenario for the importance of genetic assimila-
tion proposes that many operations must have first been learned, and those indi-
viduals whose brain was genetically preconditioned to a better (faster, more ac-
curate) performance of these operations had a selective advantage (Szathmáry 
2001). Learning was important in rendering the fitness landscape more climb-
able (Hinton and Nowlan 1987). This view is consonant with Rapoport’s (1990) 
view of brain evolution. This thesis is also open for experimental test.

The origin of language is an unsolved problem; some refer to it as the “hard-
est problem of science” (Christiansen and Kirby 2003). What makes it diffi -
cult is the fact that physiological and genetic experimentation on humans and 
apes is very limited. The uniqueness of language prohibits, strictly speaking, 
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application of the comparative method, so infinitely useful in other branches 
of biology. Fortunately, some components of language lend themselves to a 
comparative approach, as we shall see in relation to birdsong. Nevertheless, 
limitation of the approaches calls for other types of investigation.

We believe that simulations of various kinds are indispensable elements of 
a successful research program. Yet a vast range of computational approaches 
have brought less than spectacular success (cf. Elman et al. 1996). In our opin-
ion, this is attributable to the utterly artificial nature of many of the systems 
involved, such as connectionist networks using back-propagation, for example 
(for a detailed criticism, see Marcus 1998).

In this chapter, we review some key findings and ideas concerning the ge-
netic, neurobiological, and evolutionary background of the “language prob-
lem.” In addition, we provide an update on some of the previous suggestions, 
present our model for a minimalist neural network parsing context-free gram-
mar, and discuss arguments in favor of a human-specific adaptive suite.

Genetic Background of Language

Information about the human and the chimp genome (Chimpanzee Sequencing 
and Analysis Consortium 2005) is now “complete,” and one can ask how far 
previous optimism seems justified in light of comparative studies based on 
this information. It is clear that much work lies ahead. Knowing all the genes 
of chimps and humans is not everything: we need to know how the genotype 
is mapped to the phenotype, and this is a formidable problem. Genes are ex-
pressed in specific ways, under the influence of other genes and the environ-
ment. Interaction between genes is not the exception but the rule. One gene can 
affect several traits (pleiotropy) while actions of different genes do not affect
traits (including fitness) independently (epistasis). It is the network of interac-
tions that is of importance, and one must not forget that there are networks at 
different levels: from genetic regulatory networks through protein interaction 
networks and signal transduction pathways to the immune system or neuronal 
networks. The question is how the effect of genes percolates upwards. Genes 
act on expressed molecules (proteins and RNA) that do their job in their con-
text. There is something amazing about the fact that hereditary action on such 
primitive molecules percolates upwards, resulting in heritability of complex 
cognitive processes, including language.

The chimp and human genomes are indeed similar, but one should under-
stand clearly what this means (Fisher and Marcus 2006). Substitutions make 
up for 1.23% of difference between the two genomes; this translates into 35 
million altered sites in the single-copy regions of the genomes! Insertions and 
deletions yield a further 3% genomic difference. It is convenient to distinguish 
between altered structural and regulatory genes. The first codes for altered en-
zymes or structural proteins; the latter codes for altered transcription factors, 
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for example. Both kinds of changes happened since humans diverged from 
chimps, and both affected language in critical ways.

There seems to have been an acceleration in the changes of neural gene 
expression patterns in human evolution, although this should be evaluated 
against the background that liver and heart expression patterns have diverged
a lot more between chimps and humans. The usual interpretation is that neural 
tissue is under stronger stabilizing selection. Another observed tendency is the 
up-regulation of human neural gene expression relative to the chimp, but the 
functional significance of this finding is unclear (it may be a more or less direct 
result of recent genomic region duplications).

It is not yet clear what gene expression differences exist behind the cy-
toarchitectonic differences among the Brodmann areas: the most known dif-
ferences between chimps and humans are common to all cortical regions. 
Recently, this view has been refined. Oldham et al. (2006) analyzed gene co-
expression patterns in humans and chimps and were able to identify network 
modules that correspond to gross anatomical structures including the cerebel-
lum, caudate nucleus, anterior cingulated cortex, and cortex. The similarity 
of network connectivity between the respective human and chimp areas de-
creased in that order, consistent with the radical evolutionary expansion of the 
cortex in humans. It is intriguing to note that in the cortical module there is a 
strong co-expressive link between genes of energy metabolism, cytoskeletal 
remodeling, and synaptic plasticity.

There are genetic changes that probably did boost language evolution but in 
a general, aspecific way. Genes influencing brain size are likely to have been 
important in this sense. Note, however, that genes involved in primary micro-
cephaly seem to have been under positive selection in the past, but children 
with this syndrome can have rather normal neuroanatomical structures despite 
the fact that their overall brain size may be reduced to a mere one third of the 
normal. They show mild to moderate mental retardation but pass several devel-
opmental stages. Fisher and Marcus conclude: 

In our view the honing of traits such as language probably depended not just 
on increased “raw materials” in the form of a more ample cortex, but also on 
more specifi c modification of particular neural pathways (Fisher and Marcus 
2006, p. 13).

Perhaps the most revealing recent finding concerning genetic brain evolution 
is the identification of an RNA gene that underwent rapid change in the human 
lineage (Pollard et al. 2006). It is expressed in the Cajal-Retzius cells of the 
developing cortex from 7 to 19 gestational weeks. It is co-expressed with ree-
lin, a product of the same cells, which is important in specifying the six-layer 
structure of the human cortex.

Even if some of our linguistic endowment is innate, there may not be much 
genetic variation for the trait in normal people, just as most people have ten 
fingers. In contrast, our linguistic capacity may be like height: whereas all 
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people have height, there are quantitative differences in normal people. To be 
sure, children as well as adults differ in their linguistic skills. However, to what 
extent do genes account for this variation?

Surveying many studies, Stromswold (2001) concluded that twin concor-
dance rates are significantly higher for monozygotic than for dizygotic twins. 
Twins are concordant for a trait if both express the trait or if neither expresses 
it. Twins are discordant for a trait if one exhibits the trait and the other does 
not. If the concordance rate for language disorders is significantly greater for 
monozygotic than dizygotic twins, this suggests that genetic factors play a 
role in language disorders such as dyslexia and specific language impairment 
(SLI). The concordance rates for written and spoken language disorders are 
similar. For both written- and spoken-language disorders, the mean and over-
all concordance rates were approximately 30% higher for monozygotic than 
for dizygotic twins, and genetic factors accounted for between one-half and 
two-thirds of the written and spoken language abilities of language-impaired 
people. In studies of twins with no language impairment, between one-quarter 
and one-half of the variance in linguistic performance was attributable to ge-
netic factors depending on the aspect of language being tested. People have 
been tested on phonological short-term memory, articulation, vocabulary, and 
morpho-syntactic tasks. It seems that different genes may be responsible for 
the variance in different components of language and that some genetic effects
may be language-specifi c.

The sum of all genetic effects is usually not much greater than 50% for 
various aspects of cognition (Stromswold 2001). Most individual genes are 
expected to have small effects. Candidate genes affect functions such as the 
cholinergic receptor, episodic memory, dopamine degradation, forebrain de-
velopment, axonal growth cone guidance, and the serotonin receptor. It is a 
great problem that cognitive skills are likely to have been, at least in part, inad-
equately parsed; thus so-called intermediate phenotypes with a clearer genetic 
background should be sought. By this token, schizophrenia as such does not 
exist; rather, different genes may go wrong and the symptoms such as halluci-
nations are emergent outcomes (Golbderg and Weinberger 2004). The situation 
may be similar to that of geotaxis in Drosophila, where the individual involve-
ment of different genes that collectively determine this capacity is counterin-
tuitive (Toma et al. 2002).

It is worth calling attention to the fact that the genetics of human cognitive 
skills is a notoriously difficult problem. One common reason is that usually the 
clinical characterizations are not sufficient as descriptions of phenotypes (Flint 
1999). A consensus seems to emerge that the genes involved are so-called “li-
ability genes” which, when present in the right allelic form, signifi cantly en-
hance the probability of developing the respective cognitive skills.

Perhaps the most important neurodevelopmental syndrome for our topic 
is SLI, where there is significant difference between verbal and nonverbal 
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skills. Several candidate chromosomal regions have been identifi ed (SLI
consortium 2002).

A by now famous gene is FOXP2, fi rst identified by Gopnik (1990). In a 
certain English-speaking family, a dominant allele was found to cause the syn-
drome developmental verbal dyspraxia (DVD), formerly grouped under SLI. 
No one disputes the fact that SLI is real. What is contested is how closely it is 
limited to, or rooted in, a specific grammatical impairment. The Gopnik (1990, 
1999) case has been very stimulating because of its characterization as “ fea-
ture-blind” dysphasia and its obvious genetic background (a single dominant 
allele); however, cognitive skills are affected as well (Vargha-Kadem et al. 
1998). More evidence with other linguistic groups is accumulating (Dalalakis 
1999; Rose and Royle 1999; Tomblin and Pandich 1999). One study (Van der 
Lely et al. 1998), sadly without genetics, claims to demonstrate that grammati-
cally limited SLI does exist in “children” (although only one child is analyzed 
in the paper).

The FOXP2 protein is an ancient transcription factor present in vertebrates, 
and there is evidence that it has been under positive selection in the human lin-
eage. It seems to affect development of distributed neural networks across the 
cortex, striatum, thalamus, and cerebellum. DVD differs from SLI, but speech 
and language defi cits are always present, even in otherwise normal children. 
In other affected individuals, general intelligence is impaired and grammar 
defi cits (difficulty with morphological features such as the suffi x –s for plural 
or –ed for past tense) occur in written language as well. The selective sweep 
that affected this gene in the human lineage occurred within the past 200,000 
years (Enard et al. 2002; Zhang et al. 2002). 

Analysis of the expression patterns of FOXP2 in other species suggests that 
this gene has been involved in the development of neural circuitry processing 
sensorimotor integration and coordinated movements, lending support to the 
notion that language has its roots in motor control (e.g., Lieberman 2007). 
This makes the involvement of basal ganglia in speech and language less 
than surprising.

Recent studies (reported by White et al. 2006) demonstrate that FoxP2, al-
though without accelerated evolution, plays a crucial role in the development 
and seasonal activation of relevant brain areas in songbirds. Interestingly, al-
though the avian and human forms are very similar, neither of the human-
specific mutations has been found in the FoxP2. Also of interest is the fact that 
the ganglia involved in birdsong learning seem to be analogous to the basal 
ganglia involved in human vocal learning (Scharff and Haesler 2005).

Researchers have called attention to the fact that in songbirds and humans 
both FoxP2 and FoxP1 are expressed in functionally similar brain regions that 
are involved in sensorimotor integration and skilled motor control (Teramitsu
et al. 2004). Moreover, differential expression of FoxP2 in avian vocal learn-
ers is correlated with vocal plasticity (Haesler et al. 2004). Using songbirds as 
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analogs to human learning of speech, Haesler et al. (2007) proved that birds 
with FoxP2 knockout suffer from incomplete and inaccurate vocal imitation.

Mice, like humans, have two copies of the Foxp2 gene as well. If only 
one of them is affected, pups are severely affected in the ultrasonic vocaliza-
tion upon separation from their mother. This suggests a role for this gene in 
social communication across different species. The Purkinje cells in the cer-
ebellum are affected in the pups (Shu et al. 2005). Determination of the ex-
pression pattern in the developing mouse and human brain is consistent with 
these investigations: regions include the cortical plate, basal ganglia, thalamus, 
inferior olives, and cerebellum. Impairments in the sequencing of movement 
and procedural learning may thus underlie the linguistic symptoms in humans 
(Lai et al. 2003). According to Vernes et al. (2007), the targets of this regu-
latory gene in mice include loci involved in modulating synaptic plasticity,
neuronal development, axon guidance, and neurotransmission. Spiteri et al. 
(2007) identified transcriptional targets of FOXP2 in human basal ganglia and 
the inferior frontal cortex. Many target genes play roles in neurite outgrowth 
and plasticity. Fujita et al. (2008) inserted a human-specifi c FOXP2 gene into 
mice, which in homozygous condition die early, have (among other impair-
ments) abnormal Purkinje cells, and show severe ultrasonic vocalization and 
motor impairment.

Recently, Krause et al. (2007) attempted to date the fixation of the two hu-
man-specific amino acid substitutions in FOXP2 by claiming that the gene was 
shared by Neanderthals and hence the substitutions had been fixed more than 
300 thousand years ago. This conclusion was challenged by Coop et al. (2008) 
on methodological grounds, so the jury is still out on this issue.

It is important to emphasize that the link between genes and mental capaci-
ties is extremely indirect (e.g., Karmiloff-Smith 2006): genes encode for RNA
and protein molecules, and every effect on behavior must penetrate “upwards” 
through a large molecular and cellular interaction network. Williams syndrome 
provides a good case in point. These patients are regarded as handicapped in 
spatial orientation and yet are good at language: 28 contiguous genes are in-
volved in the phenomenon. However, a closer analysis of their language re-
veals that it is not “normal” either, and it also develops late in life. Even a 
mouse “model” exists with a mutant LIMK1 (a protein kinase gene expressed 
in the developing brain) for the spatial problem. This gene is expressed not 
only in regions responsible for spatial orientation, and some human patients 
have an impaired LIMK1 gene yet they do not exhibit Williams syndrome. By 
the same token, many children with SLI have no problem in the FOXP2 gene. 
Here it is instructive to quote from Karmiloff-Smith (2006, p.15):

WS [Williams syndrome] is caused by a deletion of some 28 genes on one copy 
of chromosome 7; DS (Down syndrome) is caused by an additional whole chro-
mosome 21; Fragile X is caused by a mutation of a single gene on the X chro-
mosome; velocardiofacial syndrome (or di George syndrome) is caused by a 
large deletion on chromosome 22. Yet all four syndromes display both delay and 
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deviance, mental retardation, gross and/or fine motor deficits, impaired sleep 
patterns, memory deficits, number impairments, and often hyperactivity. Three
of them show better language skills than spatial skills.

We believe that the biologically motivated dissection of the language faculty 
is of primary importance. Put differently: What are the intermediate pheno-
types that make up language? This question cannot be answered, we believe, 
without an appropriate formulation of aspects of language. Thus linguistic 
theories must ultimately be biologically constrained. A good start in this direc-
tion may be Fluid Construction Grammar (Steels and de Beule 2006). To date, 
though, there is not much coupling of details of linguistic theories to those of 
brain mechanisms.

Brain and Language

The analysis of neural activity during the performance of cognitive tasks has 
become a burgeoning industry. Sensitivity has increased over the years, and 
these methods have been increasingly applied to the recording of brain activity 
during linguistic performance. The crucial observation to bear in mind is that 
localization of certain functions to particular brain areas during normal devel-
opment does not necessarily mean that the particular region is a “hard-wired 
region in the modular sense” for that particular function. Brain development, 
especially in the first few months in life, is very plastic and many cognitive 
skills can be (nearly) spared due to plastic recovery after early injury. The same 
applies to components of language, even syntax. One can surely learn about 
the neurobiological foundations of syntax by studying Broca’s area in normal 
people or patients with late lesion of that area, but at the same time one should 
also ask how the relevant tasks are performed in patients who do not have 
Broca’s area at all!

Where Is Language in the Brain?

The recognition that neural localization of language can be plastic is widely 
known (Nobre and Plunkett 1997; Neville and Bavelier 1998; Musso et al. 
1999). Studies of brain injury have shown that when damage to the left hemi-
sphere is sustained before a critical period, the right hemisphere is able to 
take over the necessary functions (Müller et al. 1999). This does not contradict 
the finding that in normal people Broca’s area seems specialized for syntax 
(Embick et al. 2000). It appears that the common left-hemisphere localiza-
tion of language is just the most likely outcome in the absence of genetic or 
epigenetic disturbance. What is more, both the cortical and subcortical areas 
contribute to language processing; reward systems and motor control provided 
by basal ganglia and the cerebellum seem to be critical components of our 
language faculty (Lieberman 2002, 2007).
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The conclusions that we can draw from brain studies are as follows:

Localization of language is not fully genetically determined: even large•
injuries can be tolerated before a critical period.

• Language localization to certain brain areas is a highly plastic process, 
both in its development and end result.
A surprisingly large part of the brain may sustain language: there are •
(traditionally recognized) areas that seem to be most commonly as-
sociated with language, but they are by no means exclusive, either at 
the individual or the population level, during either normal or impaired 
ontogenesis.
Whereas a large part of the human brain can sustain language, no such •
region exists in apes.
Language processing has a distributed character.•

It is instructive to look at the evolutionary patterns of the sensory neocortex 
in mammals (Krubitzer and Kaas 2005). Auditory, somatosensory, and visual 
fields (contiguous brain tissue regions) have changed in location and size in 
different species. Fields can change in absolute and relative size, as well as in 
number. Connections of cortical fields can also change. Such alterations can be 
elicited by manipulation of either the peripheral morphology or activity, or that 
of the expression level of certain genes. Phenotypic within-species variation 
can be extremely broad; however, little is known about the relative magnitude 
of the genetic part of this variation. A good example of genetic infl uence is
the variation in the cortical area map of inbred mice, reflecting strain identity 
(Airey et al. 2005).

Evolution of the vertebrate brain has produced an increase in cortical size 
and elaboration of the cortical circuit diagram (Hill and Walsh 2005). Most im-
portantly, cortical layers II and IIIb, IIIc of the chimp differ from layers IIa, IIb 
and IIIa, IIIb and IIIc, respectively, in humans. A tentative conclusion, based 
on “rewired” ferrets and three-eyed frogs, is that layers form independently 
of patterned input, and instructive electrical signals play a crucial role in fi ne 
network development, which also affects intracortical connections (Sur and 
Learney 2001).

Genetically determined patterning of parts of the brain follows mechanisms 
well-known from conventional developmental studies. For example, during 
the formation of the retinotopic map, axons from the retinal ganglion cells fi nd 
their targets in the tectum as a result of matching between two receptor/ligand 
pairs (Schmitt et al. 2006), both expressed according to four gradients: two in 
the eye and two in the tectum.

Several researchers, including Greenfield (1991), have suggested the in-
volvement of tool making in the evolution of language, for example, in the 
form of “action grammar” which can be recursive when agents use the “subas-
sembly” strategy in the “nesting cups” experiment. The idea is that selection 
for efficient tool use could have aided language evolution and vice versa. Stout 
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and Chaminade (2007) investigated the neurobiological bases of this via brain 
imaging in modern naïve (i.e., untrained) humans by requiring them to imple-
ment a 2.5 million year-old Oldowan practice of tool making. (Incidentally, in 
that material culture we see evidence for the uniquely human practice of using 
a tool to make another tool.) Premotor cortex was activated in the task but not 
the prefrontal executive cortex (involved in planning) nor the inferior parietal 
cortex. The activation of caudal Broca’s area in this task underlines the possi-
ble link between language and tool making, and is consistent with views of the 
importance of “ mirror neurons” in language evolution (Rizzolatti and Arbib
1998)—the latter, however, are by no means sufficient for language, as many 
animals possess them. As we learn words by imitation, and tool-making re-
quires an “action grammar,” it is unlikely to be accidental that human Broca’s
area evolved from structures that are involved in these capacities beyond (and 
prior to) language. Caplan (2006b) suggests that Broca’s area is involved in 
syntactic processing, not merely because it is evolutionarily related to the dor-
solateral prefrontal cortex or its original involvement in sensorimotor func-
tions, but because of its intrinsic neural organization. However, this leaves the 
very essence of the suggested neural organization obscure.

Grodzinsky and Santi (2008) present evidence in favor of the view that 
Broca’s area is specifically involved in syntactic movement (for a discussion 
of what Movement means, see Bickerton and Rizzi, both this volume) rather 
than syntactic complexity per se, although they also accept that it is involved 
in language production and working memory (Friederici, this volume). Note 
that this conclusion is drawn from analysis of either normal people or patients 
in which the right hemisphere has not taken over language processing. Thus,
once again, Broca’s area is exciting but by no means exclusively so. The les-
son, however, is to figure out in which way could Movement require specifi c 
neuronal mechanisms relative to other linguistic operations.

A Minimalist Neural Network Parsing Context-free Grammar

A crucial element of syntax is center-embedded recursion (Hauser et al. 
2002), which has been regarded as specific to humans. This view was recently 
challenged by Gentner et al. (2006), who believe to have demonstrated that 
European starlings recognize context-free grammar (CFG; Figure 2.1) with 
center-embedding. This experimental design was influenced by the former ex-
periment of Fitch and Hauser (2004), who interpreted their results as showing 
that, whereas tamarin monkeys as well as human students recognize FSG, only 
the latter recognize CFG.

The methodological problem with these studies is that because there is no 
need for real center-embedding (bracketing), the task can be solved by counting 
(Corballis 2007a, b). Consonant with this approach is the experimental fi nd-
ing that humans also perform poorly on learning center-embedded structures 
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when other strategies (such as counting) are not allowed in artifi cial grammar 
learning (de Vries et al. 2008).

Sun et al. (1998) implemented a hybrid system in which a recurrent neural 
network was coupled to an external nonneural stack memory. After training 
with back-propagation, the system was able to infer a CFG from input. In an-
other study (Bodén and Wiles 2000), continuous time recurrent networks with-
out a stack can learn both context-free (AnBn) and context-sensitive (AnBnCn)
languages in a prediction task, using back-propagation through time. Since 
there were no long-range dependencies connecting words within the sentenc-
es, performance of these systems boiled down to counting (Rodriguez at al. 
1999). Chen and Honavar (1999) proposed an artificial neural network archi-
tecture for syntax analysis through the systematic composition of a suitable 
set of component symbolic functions realized using neural associative proces-
sor modules. The neural associative processor is a 2-layer perceptron that can 
store and retrieve arbitrary binary pattern associations. Their model is a fairly 
complex system which can avoid the problem mentioned above.

Recently, we performed a study to examine these issues further (Fedor et 
al., submitted). Our aim was to handcraft a minimalist neural model that can 
parse real center-embedded structures with established associations between 
AB word pairs as mentioned above (Figure 2.1, right panel). Although the 
proposed network is not directly biologically realistic, we believe it can be 
smoothly transformed into such an architecture. We rely on the observation 
that CFG requires some implementation of a stack, with the necessary pop and 
push operations (Hopcroft and Ullmann 1979). The task is then to come up 
with a near-realistic and minimalist neural architecture.

Our proposed network is simpler than the above solutions and avoids back-
propagation. It rests on the assumption that gating of synaptic connections is 
critical for complex cognitive processes (e.g., Gisiger et al. 2005; O’Reilly 
2006). There are four main components of the neural network: the input layer,
the clocked stack, the pairing module, and the end-of-sentence neuron (Figure 
2.2). The input layer receives one word at a time from the sentence. The stack 

A A A A1 A2 A3B B B B1 B2 B3

Figure 2.1 Apparent (left) and real (right) context-free grammar. The left structure 
can be parsed by simple counting; the tree on the right needs some knowledge of the 
context-free grammar because of the long-range dependencies (word pairs). After
Corballis (2007a, b).
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consists of a number of layers, each capable of storing one word at a time. The
task of the pairing module is to compare two words: one on the input layer and 
the other on the top of the stack. The result is given to the push-pop neuron 
(PP), which signals 1, if the words are pairs, and signals –1, if the words are 
not pairs. The PP neuron performs gating on the inter-layer synapses of the 
stack. It is connected to every upward synapse with weights of 1 and to every 
downward synapse with weights of –1. As a result, if the words are pairs, it 
inhibits the downward connections in the stack; hence upward connections 
will predominate, and each layer will take the value of the layer below it (a 
pop action). In this case, the bottom layer will take the value of the empty 
sign. If, however, the words are not pairs, the PP neuron inhibits the upward 
connections in the stack, and downward synapses will predominate such that 
every layer will take the value of the layer above it (a push action). In this 
case, the top layer takes its next value from the input. Finally, there is an end-
of-sentence neuron, which signals 1 only if there is the end-of-sentence sign 
on the input. The stack should be empty at the same time, if the sentence is 
grammatically correct; if the  sentence is grammatically incorrect, some words 
get stuck in the stack.

This architecture was tested with input conforming to FSG and CFG. Each 
synaptic weight was trained independently with the simple perceptron learning 

N

N

N

Input

Push

Pop

Stack

PP

Figure 2.2 Architecture of the grammar parsing network. The stack is depicted by the 
gray background. Neurons (N) are part of the pairing module that compares the input 
with the top of the stack. The PP (push/pop) neuron blocks or activates the different
synapses of the stack and in this way either pushes down the next input or pops up the 
word from the top of the stack. The end-of-sentence neuron is not depicted in the fi gure. 
Only one word from the input sentence is represented here.
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rule during several learning sessions until weights converged. After learning, 
testing was performed with a mix of novel CFG, FSG, and grammatically in-
correct sentences, and the performance of the network was scored. Two types 
of performance were measured: the percentage of word pairs recognized and 
the percentage of sentences correctly categorized to grammatical and nongram-
matical. The recognition of word pairs is irrespective of stack depth, and the 
network can learn word pairs correctly provided that every possible word pair 
was present in the learning set. Sentence categorization, however, is dependent 
on the depth of the stack: to parse an n-word-long CFG sentence successfully,
an n-layer-deep stack is required, whereas to parse an FSG sentence, a 1-layer-
deep stack is always enough.

Apart from the FSG and CFG grammars mentioned above, the network 
was exposed to another type of CFG, called the palindrome. These types of 
sentences are similar to the center-embedded structure, but bounded words 
are identical. The network can learn palindrome grammar with equal ease, 
provided that the depth of the stack is at least half the number of the words 
in the palindrome sentence. Of course, if a network is trained on palindrome 
sentences, it will not recognize the original FSG and CFG grammars as correct, 
and vice versa.

The stack implemented here follows a design embedded in the chemical lit-
erature (Hjelmfelt et al. 1992) that rests on gating. We strongly believe that gat-
ing will be found to be crucial for hierarchical tasks, just as for complex cogni-
tion in general (Gisiger et al. 2005; O’Reilly 2006). The fact that it has readily 
evolved in a reinforcement-learning task in a simulated honeybee neural net-
work (Soltoggio et al. 2007) supports this idea. The design of our minimalist 
network is very pragmatic in that it includes a perceptron (the pairing module) 
which can be substituted by a more realistic neuronal network if necessary. In 
contrast, we suggest that the introduction of the neural stack memory (push-
down automaton) will turn out to be substantial for any biological “hierarchical 
processor.” The performance of our network naturally depends on the depth of 
the stack, and as such it can be replaced by a finite state automaton (Hopcroft 
and Ullman 1979). However, in this sense, human parsing ability is also lim-
ited: no person can parse sentences with arbitrarily many hierarchical layers 
(Pinker 1994). The likely hierarchical processor (maybe even supramodal) in 
humans with normal development is Broca’s area (Friederici 2006; Tettamanti
and Weniger 2006). Sadly, we know next to nothing about the relevant “inter-
nal wiring” of this area: we propose that it is likely to contain a neuronal stack, 
wherein gating will be found important.

Brain Epigenesis and Gene–Language Coevolution

It has to be admitted that on the whole we do not understand how the brain 
works. Nevertheless, some crucial elements seem to emerge. One is that 
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development of the normal brain is enormously plastic, even though the 
power of genetic factors is obvious. One classic example is that in the same 
brain areas of identical twins, the two hemispheres of the same individual re-
semble each other more closely than the same hemispheres in the two people 
(Changeux 1983).

Another insight is that a tremendous amount of variation and selection tran-
spires during brain ontogenesis. This is a Darwinian-type process, no doubt. 
As William James recognized a long time ago, natural selection of heritable 
variation is the only known force that can lead to adaptations, so let’s apply 
it to brain ontogenesis and problem-solving as well (James thought that even 
learning is the result of selection of variation within the brain). There are sev-
eral expositions that all regard the brain, one way or the other, as a “Darwin 
machine” (Calvin 1987). Here, for simplicity, we stick to the formulation by 
Changeux (1983), who stated that the functional microanatomy of the adult 
cortex is the result of the vast surplus in initial stock of synapses and their se-
lective elimination according to functional criteria (performance).

In the previous section we learned that a very large part of the human brain 
can process linguistic information, including syntactical operations. This
means that there is no fixed macro-anatomical structure that is exclusively 
dedicated to language, but some functional micro-anatomical structure must be 
appropriate, otherwise it could not sustain language. This further suggests that 
there is some statistical connectivity feature of a large part of the human brain 
that renders it suitable for linguistic processing (Szathmáry 2001). From the 
selectionist perspective there are three options: the initial variation in synaptic 
connectivity is novel; the means of selection on functional criteria is novel; 
or both. Maybe both component processes are different in the relevant human 
brain areas, and we do not dare to speculate about their relative importance.

This idea must be seen in close connection to the one presented by Rapoport 
(1990) concerning the coevolution of brain and cognition (within a population 
of humans). The traditional view is the so-called bottom-up mechanism: that 
is, a genetic change of some neural structure is subjected to selection and, 
based on its performance, it either spreads or it does not. There is, however,
a so-called top-down mechanism, which could have contributed more signifi -
cantly to the evolution of human cognitive skills, including language. The cru-
cial idea is as follows:

Due to the plasticity in brain development, enhanced demands on a cer-•
tain brain region lead to less synaptic pruning (a known mechanism).
Less synaptic pruning is assumed to lead to more elaborate (and more •
adaptive) performance.
Any genetic change contributing to the growth of the brain area thus af-•
fected will be favored by natural selection.

Two important connections deserve to be highlighted. First (observed by 
Rapoport himself), the top-down mechanism is a more detailed exposition of 
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the late Allan Wilson’s idea (Wyles et al. 1983). Thus an increased brain, due 
to its more complex performance, alters the selective environment (in social 
animals composed of conspecifics to a great extent), which selects for an even 
larger brain, and so on. Second, and perhaps more important, this mechanism 
is also a neat example of a Baldwin effect (or genetic assimilation), when 
“learning guides evolution.” As Deacon (1997) pointed out, it is trickier to 
apply the idea of genetic assimilation to language than usually thought. The
reason for this is that the performed behavior must be sufficiently long lasting 
and uniform in the population. It is thus hard to imagine how specifi c gram-
matical rules, for example, could have been genetically assimilated. This point 
is well taken, but here we speak of a different thing: the genetic assimilation of 
a general processing mechanism that is performed by virtue of the connectivity 
of the underlying neural structures.

Our claim is that the most important, and largely novel, faculty selected for 
was the ability of the networks to process syntactical operations on symbols 
that are part of a semantically interwoven network. The specifi c hypothesis is 
that linguistically competent areas of the human brain have a statistical con-
nectivity pattern that renders them especially suitable for syntactical opera-
tions. In conclusion, we think that:

The origin of human language required genetic changes in the mechanism •
of the epigenesis in large parts of the brain.

This change affected statistical connectivity patterns and dynamical de-•
velopment of the neural networks involved.

Due to the selectionist plasticity of brain epigenesis, coevolution of lan-•
guage and the brain resulted in the genetic assimilation of syntactical 
processing ability as such.

An intriguing possible example of gene–culture coevolution has recently been 
raised by Bufill and Carbonell (2004), who call attention to a number of facts. 
First, human brain size has not increased over the past 150,000 years; in fact, 
it has decreased somewhat in the last 35,000 years. Second, a new allele of the 
gene for apolipoprotein E (ApoE4) originated sometime between 220,000 and 
150,000 years ago. This allele improves synaptic repair (Teter et al. 2002). The
original form entails a greater risk of Alzheimer disease and a more rapid, age-
related decline in general (Raber et al. 2000). More importantly, ApoE4 impairs 
hippocampal plasticity and interferes with environmental stimulation of synap-
togenesis and memory in transgenic mice (Levi et al. 2003). Interestingly, the 
ancestral allele decreases fertility in men (Gerdes et al. 1996). Taken together,
these facts indicate, but do not prove, a role in enhanced synaptogenesis during 
a period when syntactically complex language is thought to have originated. 
More evidence like this would be welcome in the future, since one such case 
can at best be suggestive.
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Selective Scenarios for the Origin of Language

On the Human-specifi c Adaptive Suite

Various people (e.g., Premack 2004) have called attention to the fact that be-
sides language, efficient teaching (which differs from learning), imitation, and 
a developed theory of mind are also uniquely human resources. We would add 
to this the trait of human cooperation (Maynard Smith and Szathmáry 1995), 
which is remarkable in that humans are able to cooperate even in large non-
kin groups. We propose that these traits did not appear by accident together.
They form an adaptive suite, and presumably they have coevolved in the last 
five million years in a synergistic fashion (Szathmáry 2008; Szathmáry and 
Számadó 2008b). A relevant image is a coevolutionary wheel (Figure 2.3): 
evolution along any of the radial spokes presumably benefited all the other ca-
pacities, even if the focus of selection may have changed spokes several times. 
This hypothesis is testable; and there is indeed already evidence in its favor.
Take the case of autism, for example. Affected people have a problem with 
theory of mind and communication, and they can be seriously challenged in the 
strictly linguistic domain as well (Fisher and Marcus 2006). The prediction is 
that there will be several to many genes found that will have pleiotropic effects
on more than one spoke of the wheel in Figure 2.3.

Penn and Povinelli (2007) review evidence in favor of the idea that apes 
have no understanding of cause and effect in the physical domain. Wolpert
(2003) points out that this seriously limits apes’ capacity to make and use tools; 

Tool use

TeachingLanguage

CooperationTheory of mind

Figure 2.3 The coevolutionary wheel and the human adaptive suite. In this example, 
direct selection on genetic variation is on teaching/docility (black arrow). This leads to 
some improvement, to varying degrees, in other dimensions (gray arrows).



34 A. Fedor, P. Ittzés, and E. Szathmáry 

he even suggests that understanding causality may have given us language. But 
why are we so good at causal inference? Penn and Povinelli suggest that it is our 
capacity of analogical reasoning which helps us to figure out more causes:

It is well known that human subjects often learn about novel and unobservable 
causal relations by analogy to known and/or observable ones: The structure 
of the atom, for example, is often described by analogy to the solar system; 
electricity is conceived of as analogous to a flowing liquid; gravity is like a 
physical force (Penn and Povinelli 2007, p. 111).

It is here where we see a possible close connection to language. First, many 
grammatical constructions function such that if one element appears, it causes 
the mandatory appearance of another. Second, a sentence like Mary loves John
is analogous to Susan loves Jim: language rests on an unlimited variety of such 
analogical constructions. So, besides recursion, analogy seems to be a strong 
connection between tool making and language; incidentally, it links strongly 
to causal inference as well. Regarding the sequential order of these adapta-
tions in evolution we stress again that it may be an ill-formulated question: as 
stated at the onset of this chapter, it is more likely that the target of selection 
shifted among components of the human adaptive suite, and that improvement 
in one component may have given advantage in some others as well. In fact, 
any genetic change providing pleiotropic advantage in more than one domain 
is more likely to become fixed than one with the same positive effect in only 
one domain.

Analogical reasoning is likely to be an intermediate phenotype that is nec-
essary for causal reasoning, tool making, and language. The same may hold 
for shared intentionality (Tomasello and Carpenter 2007): analysis of child 
development suggests that gaze following develops into joint attention, social 
manipulation transforms into cooperative communication, group activity de-
velops into collaboration, and social learning develops into instructed learning. 
A third such intermediate skill is recursive processing in intentionality, tool 
making, and language. Fine motor control (Calvin 1991) is an executive skill 
that is required for the efficient implementation of human adaptations.

It is apparent that components of the human-specific adaptive suite can be 
tentatively grouped into two categories: (a) indispensable procedural com-
ponents (handling hierarchies, analogical reasoning, imitation, shared at-
tention and intentionality, and fine motor control) and (b) complex adaptive 
faculties (docility, complex cooperation and theory of mind, language, and 
tool making).

This proposal raises a question about the evolution of such a complex net-
work of procedures and interactions. As stated, pleiotropy is likely to be the 
rule here. If so, a concern can be raised about the evolutionary plausibility of 
such a suite, given the fact that many think that pleiotropy retards evolution 
(Orr 2000). Griswold (2006) has approached this question from a different
perspective. First, he demonstrated that if a mutation with pleiotropic effects
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is overall beneficial, then it is likely to be beneficial for more than one trait. 
Second, such a mutation, although rare, will spread faster and have a higher 
rate of fixation in the population than others. Third, the rate of evolution of a 
phenotypic character may not decline when that character is pleiotropically 
associated to an increasing number of other characters, provided that the char-
acters are under pure directional selection such that they are far from their op-
tima relative to the average magnitude of a mutation. Griswold notes that such 
a situation is typical for adaptive radiations. We think that in the past 5 million 
years, such a radiation has happened in the hominine lineage.

Selective Scenarios for the Origin of Language

The origin of human language has provided fertile grounds for speculation and 
alternative theories have been proposed (Table 2.1).

Most of the theories that suggest a given context for the evolution of human 
language attempt to account for its functional role. Given that all of these theo-
ries are functionally more or less plausible, it is almost impossible to decide on 
their usefulness based only on this criterion. However, recent game theoretical 
research can help us evaluate various contexts. These criteria concern the inter-
est of communicating parties and the cost of equilibrium signals.

The central issue is whether early linguistic communication was honest. If 
signal cost is the same for all signallers, then honest cost-free signalling can 
be evolutionarily stable only if there is no conflict of interest between the par-
ticipants (Maynard Smith 1991). If the cost of signals varies with the quality 
of the signaller, then the situation is more complicated. In this case, it is pos-
sible to construct cost functions that give an arbitrarily low cost at equilibrium 
even if there is a conflict of interest (Hurd 1995; Számadó 1999; Lachmann 
et al. 2001) (Table 2.2). In the case of human language, the most obvious way 
to construct such a cost function is to punish dishonest signallers (Lachmann 
et al. 2001). This solution assumes, however, that dishonest signallers can, on 
average, be detected (i.e., signals can be cross-checked); it also assumes that 
dishonest signallers are punished (which is a nontrivial assumption). Thus, one 
can conclude that “conventional” signals will be used when communicating 
about (a) coincident interest or (b) verifiable aspects of confl icting interest;
“costly” signals will be used otherwise (Lachmann et al. 2001). Although the-
ory thus far says nothing about the evolution of such systems of communica-
tion, there are a few computer simulations which suggest that honest, cost-free 
communication evolves only if there is shared interest between the participants 
(Bullock 1998; Noble 2000; Harris and Bullock 2002).

What does this tell us about the emergence of human language? The pro-
duction cost of speech or gesturing appears to be low; thus human language 
consists of cost-free or low-cost signals at equilibrium (not counting time con-
straints). Based on the above criteria, one should favor either those theories 
which propose a context with no conflict of interest (e.g., hunting, tool making, 
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Table 2.1 Alternative theories to explain language evolution.

Theory (Source) Description
Gossip (Power 1998) Menstrual ritual can be a costly signal of commitment; 

hence participating in such rituals can create female groups 
of shared interest in which sharing information about the 
social life of others (i.e., gossiping) can be benefi cial

Grooming
(Dunbar 1998)

Language evolved as a substitution for physical grooming. 
The need for this substitution derived from the increasing 
size of the early hominid groups.

Group bonding and/or 
ritual (Knight 1998)

Language evolved in the context of intergroup rituals, 
which first occurred as a kind of “strike action” against 
non-provisioning males. Once such rituals were established, 
a “safe” environment was created for further language 
evolution

 Hunting (Washburn
and Lancaster 1968); 
(Hewes 1973)

Our intellect, interests, emotions, and basic social life are 
evolutionary products of the success of the hunting adapta-
tion. Later, Hewes (1973) argued that the probable fi rst 
use of language was to coordinate the hunting effort of the 
group.

Language as a mental 
tool (Burling 1993)

Language evolved primarily for the function of think-
ing and was only later co-opted for the purpose of 
communication

Mating contract and/
or pair bonding 
(Deacon 1997)

Increasing size of the early hominid groups and the need 
for male provisioning also necessitated “social contract” 
between males and females

 Motherese 
(Falk 2004)

Language evolved in the context of mother–child communi-
cation: Mothers had to set their babies down to collect food 
efficiently, and their only option to calm them was to use 
some form of vocal communication

Sexual selection 
(Miller 2001)

Language is a costly ornament that enables females to as-
sess the fitness of a male. According to this theory, language 
is more elaborate than a pure survival function would 
require.

 Song (Vaneechoutte
and Skoyles 1998)

Language evolved rapidly and only recently through cul-
tural evolution, assuming two important sets of preadapta-
tions: the ability to sing and better representation abilities 
(i.e., thinking and mental syntax).

Status for information 
(Desalles 1998)

Language evolved in the context of a so-called “asymmetric 
cooperation,” where information beneficial to the group was 
traded for status.

Tool making 
(Greenfi eld 1991)

Assumes a double homology: a homologous neural 
substrate for early ontogeny of the hierarchical organiza-
tions shared by two domains—language and manual object 
combination—and a homologous neural substrate and 
behavioral organization shared by human and nonhuman 
primates in phylogeny.
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motherese, grooming or group bonding, and/or ritual theory) or a context in 
which there might be a conflict of interest but where signals can be easily 
cross-checked. None of the theories fi t the second context. For example, both 
mating contract and gossiping assume a context in which conflict of interest 
exists and signals cannot be easily cross-checked.

Explaining the evolution of human language is likely to remain a challenge 
for the coming decade. Presently, no single theory is able to answer suffi ciently 
all the questions about honesty and groundedness, power of generalization, 
and uniqueness. Table 2.2 gives a summary of these criteria (Számadó and 
Szathmáry 2006). As one can see, most of the theories fail to answer the major-
ity of the questions. Perhaps the easiest criterion to fulfi l is shared interest, as 
there are a number of social situations which assume shared interest between 

Table 2.2 To evaluate the properties and the explanatory power of the various theo-
ries, the following questions were asked: (1) Can the theory account for the honesty
of early language, i.e., is there a shared interest between the proposed communicating 
parties? (2) Are the concepts proposed by the theory grounded in reality? (3) Can the 
theory account for the power of generalization unique to human language? (4) Can the 
theory account for the uniqueness of human language? T: thought; V: vocalization; G: 
gestures.

Theory (Source) Modality First
words Topic (1) (2) (3) (4)

Gossip (Power 1998) V “Faithful,”
“philander”

Social life No No Yes No

Grooming
(Dunbar 1998)

V ? ? Yes No No No

Group bonding and/or 
ritual (Knight 1998)

?/V ? ? Yes No No No

Hunting (Washburn
and Lancaster 1968); 
(Hewes 1973)

G/V Prey
animals

Coordination
of the hunt

Yes Yes Yes No

Language as a mental 
tool (Burling 1993)

T ? ? Yes No Yes No

Mating contract and/or 
pair bonding 
(Deacon 1997)

? ? Social
contract

No No No No

Motherese (Falk 2004) V “Mama” Contact call Yes Yes No No
Sexual selection 
(Miller 2001)

? ? Anything No No No No

 Song (Vaneechoutte
and Skoyles 1998)

V ? ? No No No No

Status for information 
(Desalles 1998)

? ? Valuable
information

No No Yes No

Tool making 
(Greenfi eld 1991)

? ? ? Yes Yes Yes No
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communicating parties (e.g., hunting or contact calls). Only two theories—tool 
making (Greenfield 1991) and hunting (Washburn and Lancaster 1968)—do 
significantly better than the others, as they can answer three out of the four 
questions asked (Table 2.2). Thus, it might be tempting to say that some com-
bination of the two could provide a series of selective scenarios that would fi t 
all of our criteria. The most notable conclusion, however, is that all theories fail 
to explain the uniqueness of human language. Thus, even though indirect evi-
dence strongly suggests that the evolution of human language was limited by 
selection, it remains difficult to envisage a scenario that would explain why.

Although the different scenarios suggest all kinds of selective forces, none 
of these scenarios has been consistently implemented in a family of models. 
Given the limitations of experimentation on humans and chimps, researchers 
should consider implementing the different scenarios in various model-based 
settings. Ultimately, researchers should be able to reenact the emergence of 
language in artificial worlds, many of which will probably involve robots.1
The use of robots offers a unique and probably indispensable way of symbol 
grounding (basic words, via concepts, should be linked to physical reality; 
Steels 2003) and somatosensory feedback (actions, or results of actions, on 
behalf of the agent feed back into its own cognitive system via sensory chan-
nels; Nolfi and Floreano 2002).

Some major transitions in evolution (such as the origin of multicellular or-
ganisms or that of social animals) happened a number of times, whereas others 
(the origin of the genetic code, or language) seem to have been unique events 
(Maynard Smith and Szathmáry 1995). One must, however, be cautious with 
the word “unique.” Due to a lack of the “true” phylogeny of all extinct and 
extant organisms, one can give it only an operational defi nition (Szathmáry
2003). If all the extant and fossil species, which possess traits due to a par-
ticular transition, share a last common ancestor after that transition, then the 
transition is said to be unique. Obviously, it is quite possible that there have 
been independent “trials,” as it were, but we do not have comparative or fos-
sil evidence for them. What factors, then, can lead to “true” uniqueness of a 
transition? (a) The transition is variation-limited. This means that the set of 
requisite genetic alterations has a very low probability. “ Constraints” oper-
ate here in a broad sense. (b) The transition is selection-limited. This means 
that there is something special in the selective environment that can favor the 
fixation of otherwise not really rare variants. Abiotic and biotic factors can 
both contribute to this limitation. For example (Maynard Smith 1998), a single 
mutation in the hemoglobin gene can confer on the coded protein a greater af-
finity for oxygen: such a mutation got fixed in some animals which live at high 
altitudes only (such as the lama or the barred goose, the latter migrating over 
the Himalayas at an altitude of 9000 m).

1 One example is the ECAgents, a project sponsored by the Future and Emerging Technologies
program of the European Community; see http://ecagents.istc.cnr.it/.

http://ecagents.istc.cnr.it/
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There are interesting subcases for both types of limitation. For (a), one can 
always enquire about the time-scale. “Not enough time” means that given a 
short evolutionary time horizon, the requisite variations have a very low prob-
ability indeed, but this could change with a widened horizon. An interesting 
subcase of (b) is “pre-emption,” meaning that the traits resulting from the tran-
sitions act via a selective overkill and sweep through the biota so quickly that 
they competitively suppress further evolutionary trials. The genetic code could 
be a case in point.
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Functional Neuroimaging and 
the Logic of Brain Operations

Methodologies, Caveats, and Fundamental 
Examples from Language Research

Balázs Gulyás

Abstract

With the advent of positron emission tomography (PET), followed by functional mag-
netic resonance imaging (fMRI), magnetoencephalography (MEG), and other comple-
mentary methods, cognitive neuroscience is now equipped with a unique methodologi-
cal array of functional neuroimaging tools. Through these methods, active neuronal 
populations can be mapped during brain activation, thereby allowing the internal logic 
of the brain to be deciphered. Functional imaging techniques are ideally suited to ex-
plore the neuronal correlates of language. Exploration, however, is subject to existing 
methodological limitations as well as the spatial and temporal constraints of the tech-
nique used.

This chapter reviews the methodological background of functional neuroimaging 
and explores the pros and cons of its general use and application in cognitive research, 
with special emphasis on language research. Methodological limitations are discussed 
and caveats provided, and the history of neuroimaging in language research is briefl y 
presented. The objective is not to give a detailed, comprehensive analysis of advanced 
neuroimaging studies relative to the neurobiological underpinnings of language, but 
rather to provide an introduction to the fi eld.

Introduction

Functional neuroimaging techniques entered the research battery of neurosci-
ences over two decades ago. By using positron emission tomography (PET), 
fMRI, or magnetoencephalography (MEG), it is generally accepted that the 
active neuronal populations responsible for sensory, motor, cognitive, or 
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emotional processes can be identified, localized, and visualized in the living 
human brain. The seemingly uncontested theory of the physiological founda-
tions of brain imaging (i.e., the origin of the imaging signal and its correla-
tion with neuronal events) claims that the functional architecture of the human 
brain can be mapped during various sensory, motor, or cognitive tasks using 
these techniques.

Can we indeed explore, interpret, and understand the neurobiological basis 
of the human brain’s mental processes with imaging? Are these techniques 
helping us to reveal the neurobiological underpinnings of cognitive processes? 
Can we use them to uncover the neuronal underpinnings of language under-
standing, language generation, and various biological aspects of syntax and 
semantics?

The essence of the conundrum arises from the fact that brain activities are 
multidimensional and can be approached from various points of view, using 
different methodologies. For example, to measure brain activation directly,
blood flow and metabolic changes, changes in the electrical activity of cells 
and cell populations, neurotransmitter dynamics, as well as other consequent 
biochemical, physiological, and/or physical parameters (e.g., neuromagnetic 
changes) can be utilized (Figure 3.1).

When we use imaging techniques that are based primarily on blood fl ow 
and metabolic measures, we must remember that even during the simplest task, 
all of these processes operate in a closely interacting manner. Therefore, before 
final conclusions about brain function are drawn from pure imaging data, the 
exact relationship between the levels of neuronal organization and function 
must be clarified (Figure 3.2).

PET and fMRI are the most widely used techniques because of their useful-
ness in localizing the active neuronal processes through at least two approaches. 

Behavior
Activity of
neuronal

assemblies

Neuro-
transmitter
dynamics

Cerebral
blood flow and

metabolism

Figure 3.1  Four facets of the functioning human brain: neuronal activity of cortical 
micro-networks (action potentials, field potentials); neurotransmitter dynamics (e.g., 
transmitter release, binding, uptake, re-uptake, modulatory effects); regional cerebral 
blood flow and metabolism; and behavior (Kéri and Gulyás 2003).
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First, since active neuronal populations that participate in information process-
ing in the brain require more energy than those not involved directly in such 
processes at any given time, their glucose and oxygen consumption will be 
increased. This entails amplification of the regional cerebral blood flow as well 
as increased oxygen extraction in the active brain regions, which, in turn, can 
be localized using PET or fMRI (Roland 1993). Second, increased neuronal 
activity results in more regional electromagnetic activities in the activated neu-
ronal populations as well as in their projection pathways, which can be quanti-
tatively detected and localized with MEG or electroencephalography (EEG).

A Caveat

Despite more than ten thousand publications to date on the localization of cor-
tical functions with functional neuroimaging techniques, a few caveats should 
be noted. The origin of the imaging signal is not fully clarified in either the 
PET or the fMRI technique.

First, it is accepted without question that neuronal activation (i.e., increased 
firing at the neuronal level, which is the essence of all brain processes) is an 
energy-requiring process that entails increased brain metabolism, oxygen and 
glucose consumption, and blood flow. The increase in neuronal activation 
and spiking frequency during information processing in the brain needs to be 
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Figure 3.2 Classical logic of brain activation: Neuronal information transmission 
processes are initiated through the release of neurotransmitters, resulting in neuronal 
communication and action potentials. These processes all require energy. The outcome 
is brain activation in the sensory, motor, cognitive, or emotional systems of the brain. 
The measurable output is a behavioral event. Functional neuroimaging can uncover 
neurotransmitter events as well as metabolism and blood flow-related changes (Kéri 
and Gulyás 2003).
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compared, however, to the spontaneous firing rate and/or baseline activities 
of the neurons. Does ordered neuronal fi ring necessarily require more energy,
and consequently higher blood flow and metabolism, than spontaneous fi ring 
(Singer 1999)?

Second, the detailed contribution of and the balance between excitatory and 
inhibitory neuronal activities in pattern generation are not fully understood. 
Inhibitory interneurons significantly outnumber excitatory neurons; however,
the body size and axon length (alongside which the action potential should pro-
ceed) of the excitatory neurons (mainly pyramidal cells) signifi cantly exceed
those of the interneurons. Consequently, the energy requirement of an excit-
atory neuron is higher than that of an inhibitory interneuron. What happens, 
though, in neuronal pattern generation? What are the realistic proportions of 
activated interneurons and excitatory neurons, and what is the price of activa-
tion and inhibition? What is the real price of neuronal pattern generation dur-
ing information processing in the brain? Despite several explanatory theories 
and models (e.g., Lennie 2003; Buzsáki et al. 2007), these questions remain 
unanswered. Nevertheless, despite the shortcomings of our knowledge, we ac-
cept that functional neuroimaging is a useful way toward a better understand-
ing of brain functions, including language-related brain processes.

Neuroimaging Techniques

The spatiotemporal domain of the human brain can be addressed almost en-
tirely using a wide variety of functional neuroimaging techniques (Figure 3.3), 
each of which has different strengths and weaknesses. The spatial resolution 
of the techniques lags behind that of the best morphological imaging tech-
nique (MRI), but PET and fMRI still have better spatial resolutions than either 
MEG or EEG, which in turn have better temporal resolution than PET and 
fMRI. Thus, complementary use of various anatomical and functional imaging 
techniques can enhance imaging conditions to produce optimal results with 
respect to covering both the spatial and temporal domains. This fact is indeed 
of paramount importance in the functional imaging of language-related brain 
processes, which spatially may span fractions of a cortical area (i.e., the sub-
millimeter range) to large and extended cortical macro-networks (i.e., the 10 
cm range), whereas temporally it covers the subsecond range (from some 10 
ms, the reaction time of recognizing familiar syllables or names, to several 
hundred milliseconds for the processing of larger semantic units).

Functional Neuroimaging with Positron Emission Tomography

The principle of PET can be traced back to Georg de Hevesy’s classic discov-
ery that radioisotopes can be used as tracers of biological processes. In PET,
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positron-emitting radionuclides, such as 11C, 13N, 15O, or 18F, are incorpo-
rated into a biologically inert or biologically active molecule and administered 
to a living human or animal as “radiopharmaceuticals” or “radiotracers.” Due 
to the decay of the radionuclides, positrons are continuously generated. When
they encounter an electron, positrons are annihilated and along one side of the 
axis, two 511 keV gamma photons are emitted from the annihilation site in two 
directions (Gulyás and Sjöholm 2007). With an appropriate detector system, 
these generated gamma photons can be detected, and the original “annihilation 
maps,” representing the radioactivity distribution inside the detector ring of a 
PET scanner, can be faithfully recreated.

To explore the higher functions of the human brain, two radiotracer catego-
ries are of considerable importance: blood flow tracers and radioligands for 
neuroreceptors. Blood fl ow tracers (e.g., 15O-water or 15O-butanol) are inert 
chemicals that enter the bloodstream and circulate with the blood. The global 
cerebral blood flow in primates, with special regard to humans, is relatively 
high: approximately 20% of the total circulation. Regional cerebral blood 
flow is directly proportional to neuronal activity. Cortical neuronal popula-
tions with increased neuronal activity require more oxygen, more glucose and, 
consequently, more blood. Increased regional cerebral blood fl ow is therefore 
a direct indicator of increased neuronal activity in the brain. Thus, regional ce-
rebral blood flow measurements with PET can be used to localize task-specifi c 
neuronal activity in the human brain. This technique is widely used and, until 
the introduction of the fMRI BOLD technique, was the primary methodological 
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Figure 3.3 The place of functional imaging techniques in the battery of neuroscience 
methodologies, covering the spatiotemporal domain of the human brain.
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approach of functional localization in neuroimaging. The other option is for 
radionuclides to be incorporated into molecules that bind to neuroreceptors or 
transporter molecules. The resulting radioligands can be used in various para-
digms to explore the distribution of central neuroreceptors in the human brain 
as well as their functional state in rest or under physiologically or pharmaco-
logically challenging conditions.

Functional Magnetic Resonance Imaging

Functional magnetic resonance imaging, or fMRI, can quantitatively map vari-
ous types of physiological information about the working brain, including ce-
rebral blood volume and perfusion (and the corresponding changes), blood 
oxygenation, oxygen extraction, and oxygen consumption. The common basis 
of all fMRI techniques is that of magnetic resonance imaging (for an overview,
see Bandettini 2007).

A large part of the atomic nuclei has a magnetic moment due to the fact that 
some of their components (e.g., protons) have a quantum mechanical prop-
erty called spin. Certain nuclei (e.g., 1H, 7Li, 13Na, or 31P) possess two spin 
states: an “up” and a “down” state. When these atomic nuclei are placed in a 
strong external magnetic field, the spins precess around an axis parallel to the 
direction of the field, and the protons align in two energy “eigenstates” sepa-
rated by a quantum of energy.

In the MRI scanner, a strong static magnetic field causes the spin of cer-
tain atomic nuclei within the body to be oriented parallel or anti-parallel to 
the magnetic field and the nuclei process about the magnetic field with a fre-
quency. In the static magnetic fields commonly used in MRI (0.5–9 Tesla), the 
energy difference between the nuclear spin states corresponds to a photon at 
radio frequency wavelengths, and a tiny excess of protons are in the higher 
energy state. This gives a net polarization parallel to the external fi eld. For
instance, at 1.5 Tesla, 1,000,000 protons of the H atoms in the body that have 
a higher energy state correspond to 1,000,010 protons that have a lower energy
state. In addition to the magnet that provides the static and homogeneous mag-
netic field in the scanner, a number of gradient coils are also used to encode 
the positions of protons spatially, by varying the magnetic field linearly across 
the imaging volume.

Magnetic resonance occurs when a radio frequency pulse excites the nucle-
ar spins and raises them from the lower energy state to the higher energy state. 
In other words, the nuclei absorb energy resulting in a shift between lower 
and higher energy states. In the MRI scanner, a radio frequency coil is used to 
cause excitation of the nuclear spins. When the radio frequency pulse is turned 
off, the excited nuclei dissipate their excess energy to their neighborhood, the 
lattice, and return from excited state to ground state. This process produces an 
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oscillating magnetic field, which can be detected as an induced current in a 
receiver coil built into an MRI scanner.

A number of different schemes have been created for combining fi eld gradi-
ents and radio frequency excitation to create an image, using the tomographic 
approach. A revolutionary development of the application of MRI imaging ap-
peared when the BOLD technique was developed. This technique is based on 
the fact that blood oxygenation is lower in capillaries and veins than in arteries, 
due to the extraction of oxygen from the blood needed for cellular metabolism. 
Compared to the rest of brain tissue, water, or oxyhemoglobin, deoxyhemoglo-
bin is paramagnetic. Thus, it creates a distortion in a magnetic field that can be 
quantitatively measured and localized using MRI.

Increased regional neuronal activity results in greater oxygen extraction as 
well as in increased regional blood flow. The net sum of the two physiologi-
cal phenomena is a decreased level of deoxyhemoglobin and, consequently,
a decrease in magnetic field distortions in the loci of the activated neuronal 
populations. In other words, neuronal activation will appear as signal increase 
in the MRI image.

The advantage of fMRI BOLD imaging over PET blood flow imaging is 
that it is noninvasive: no radiation exposure is involved, sampling frequency 
is much higher, and thus measurements can be repeated several times in the 
same subjects.

Electroencephalography and Magnetoencephalography

Despite advances in functional neuroimaging techniques over the past two de-
cades (in particular, PET and fMRI), EEG and MEG continue to be indispens-
able tools in the hands of cognitive neuroscientists. Due to their methodologi-
cal advantages, their importance has steadily increased (for an overview, see 
Bagic and Sato 2007).

The source of the EEG signal is an extracellular field potential, which is 
basically the cumulative postsynaptic activity of the cortical pyramidal cells. 
EEG signals are detected on the scalp. Because pyramidal cells are arranged 
radially to the surface of the cortex, the source of the EEG signal is radial to the 
skull, where the cortex is on the surface of the brain (ca. 30%); it is, however,
to a varying extent, tangential to the surface of the cranium in the cortical sulci 
(70%). An EEG measures the sources from both radial and tangential orienta-
tions, although the predominant source is radial. The best temporal resolution 
of the technique is a few milliseconds. Because EEG sensors are usually rela-
tively far from the signal source, the spatial resolution of the technique is not 
well defined, compared to other functional imaging techniques (e.g., fMRI). 
Using up to 128 sensors, the area of the active cortex “seen” by the technique 
occupies only a few square centimeters.
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In contrast to EEG, MEG measures the magnetic field changes that are gen-
erated by the magnetic dipole sources on the cortical surface. The magnetic 
fields produced by electrical activity in the brain are a result of the intracellular 
dendritic currents. Compared to the Earth’s magnetic fi eld (30–60 micro-Tes-
la), they are orders of magnitude weaker (a few femto-Tesla). For this reason, 
extremely sensitive devices, such as superconducting quantum interference de-
vices (SQUIDs), must be used, and this requires magnetic shielding as well as 
the maintenance of extremely low temperatures around the device.

The temporal resolution of the technique is in the millisecond range, where-
as the spatial resolution of the more advanced devices is in the millimeter 
range. Although EEG and MEG signals have a common origin, compared to 
the EEG signal, the MEG signal is less prone to disturbances due to the resis-
tive properties of the skull and scalp. Whereas EEG is capable of detecting 
both radial and tangential signal sources and can thus measure neuronal activi-
ties on the surface of the brain as well as in the depths of the sulci, MEG is used 
only to detect tangential signals (i.e., those generated on the cranial surface of 
the cortex).

Functional Neuroimaging in Cognitive Neuroscience Research

The classic paradigm used during the early phase of neuroimaging was the 
subtraction paradigm. The idea can be traced back to the Dutch physiolo-
gist and ophthalmologist, Franciscus Cornelius Donders, in the 19th century,
when Donders applied “sequential” stimulation paradigms to “decompose” 
the neurophysiological basis of complex brain functions with superimposed 
components. In his paradigm designs, Donders used realistic behavioral reac-
tion times, which, in addition to his revolutionary “functional decomposition 
technique,” greatly advanced the then maiden field of experimental psychol-
ogy. In modern subtraction paradigms, two experimental situations (say, A and 
B) are presented and the underlying neuronal activities are measured with a 
neuroimaging technique. The two paradigms differ from each other in only one 
stimulus dimension, one stimulus feature. The hypothesis behind the subtrac-
tion paradigm states that the difference in brain activation measurements, dis-
played on the PET or fMRI images, highlights those neuronal populations that 
are responsible for the processing and analysis of the given stimulus feature. 
For instance, in the case of color vision, presentation of the same image in full 
color and in monochromatic gray results in different regional cerebral blood 
patterns, the difference of which may indicate those neuronal populations that 
are highly dedicated to the analysis of color information (Gulyás and Roland 
1991, 1994b) (Figure 3.4).

The human brain is never in a real resting state; each sensory, voluntary,
or cognitive process causes perturbation on an already existing activation 
state. This has been included in other, more complex, multifactorial paradigm 
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designs currently in use in functional neuroimaging studies. The analysis of 
imaging data can be based upon different approaches. Using a data-driven ap-
proach, fundamental statistical tests (e.g., t-test, ANOVA, ANCOVA) are ap-
plied to the image data sets, usually comprising a large number of volume 
elements or voxels. This approach is not biased with respect to a preliminary 
working hypothesis or observer expectations. Hypothesis-driven approaches 
can also have legitimacy under various conditions, especially when expecta-
tions from certain anatomical regions are evident. The most commonly used 
analysis of PET images, similarly to that of other neuroimaging modalities, 
is based upon the general linear model, one of the most important and widely 
used statistical models applicable to biological and social data sets. The most 
commonly used version of the general linear model is statistical parametric 
mapping (Friston et al. 2007).

The Logic of Brain Operations

Convergence and Divergence

From the onset, a leading question concerned the involvement of one or more 
cortical neuronal populations in the processing and analysis of simple brain 
tasks (e.g., a perceptual task). This issue can be traced back to the age-old 
localization problem in neurology: one cortical region, one brain function. The 
extreme version of the hypothesis suggests that one brain cell in higher corti-
cal regions is specialized to one highly defined function: the recognition of the 
observer’s grandmother by “the grandmother cell” (Gross 1992; Barlow 1995). 
Of course, as complex brain functions cannot be bound to one single neuron, the 
moderate version of the hypothesis is inclined to state that certain well-defi ned 
brain functions and the function of well-circumscribed, anatomically coherent 

A B C

Figure 3.4 The subtraction paradigm: visual scenes (A and B), differing from each 
other in only one stimulus dimension (color), result in PET images of regional cerebral 
blood fl ow distribution. The subtraction of this results in an image displaying the neu-
ronal populations engaged by the processing and analysis of color information (C).
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neuronal populations correlate. A classic example is the “color area of man”: 
a well-defined region in the human fusiform gyrus which, according to the 
original protagonists of the hypothesis, specifically underlies color perception 
(Lueck et al. 1989; Zeki et al. 1991).

Detailed neuroimaging studies on simple perceptual or motor functions in-
dicate, however, that even the simplest perceptual or motor tasks engage a 
number of cortical neuronal populations (Gulyás and Roland 1991, 1994a, b; 
Claeys et al. 2004). For instance, in the case of visual perception, incoming 
visual information is distributed in the visual cortex, and a number of corti-
cal regions are engaged in the processing and analysis of the various visual 
submodalities of the visual image before a unified, integrated visual percept is 
generated. A body of literature indicates clearly that for the processing of even 
the simplest perceptual, motor, or cognitive tasks, a network of neuronal popu-
lations is activated (i.e., functional networks)—not single cortical areas. This is 
even true for the processing and analysis of the simplest visual submodalities, 
such as color, form, or disparity (Figure 3.5). And, indeed, this is valid for the 
whole range of brain operations, from simple ones to complex highest level 
cognitive operations (Mesulam 1998).

Analysis of a large number of imaging (and other) studies in the senso-
ry fields indicates that the processing of incoming information diverges: the 
information reaches, either by parallel or serial channels, a number of corti-
cal neuronal populations which participate in the processing and analysis of 
the given sensory information. This is referred to as the divergence principle
(Gulyás 2001).

The question then is: Can the same neuronal populations, which form a 
part of a functional network X, be used to form a part of another functional 
network Y? Can and do the same cortical regions participate in different func-
tional networks, underlying different perceptual, motor, or cognitive processes 
in the brain? Stated differently, are the very same neuronal populations mul-
tifunctional such that they can participate in the processing and analysis of 
various tasks?

Again, comparative analysis of several functional neuroimaging studies 
with sensory, motor, or cognitive functions indicate that different functional 
macro-networks may include the very same cortical regions. For example, we 
have shown that cortical areas involved in color and disparity processing, or 
the analysis of spatial frequency and orientation information, may be congruent 
at the macro-network level. This does not necessarily mean, however, that at 
the cellular level the very same neuronal populations are active. In blobs and/
or interblobs of the primary visual cortex (V1 or Brodmann 17), for example, 
neurons specialized for various tasks (e.g., orientation, disparity, color) may 
overlap with each other, and it is possible that during the processing of one or 
another visual submodality, only a fraction of the neurons in a cortical region is 
predominantly active (Gulyás and Roland 1994a, 1995) (Figure 3.6).
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During the processing and analysis of sensory information, the same “hubs” 
in various cortical macro-networks can be involved; this indicates that conver-
gence is also a key phenomenon in cortical information processing. The very 
same cortical fields may participate in the processing and analysis of various 
information (e.g., sensory, motor, or cognitive). This can be referred to as the 
convergence principle.

In short, the basic logic of information processing in the human brain can 
be traced back to two elementary principles: divergence and convergence.
Divergence means that the very same information reaches various cortical neu-
ronal populations and is processed and analyzed by divergent cortical neuronal 
populations. Convergence means that the very same cortical neuronal popula-
tion may participate in the processing and analysis of various cortical informa-
tion processes, both bottom up and top down.
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Figure 3.5  Divergence: Cortical fields activated by the processing and analysis of 
color information. Meta-analysis of four color detection related PET experiments. The
horizontal image slices in panels B–F intersect the image plans indicated in panel A.
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Core Networks and Recruited Fields

Cognitive tasks vary according to their complexities. Some tasks are simple, 
requiring relatively little neuronal activity. Others are more complex and may 
extensively use the human brain’s processing capacity.

During the processing of, for example, a simple visual task, it appears quite 
natural for the lateral geniculate nucleus, the primary visual cortex, and a few 
other visual cortical areas to be involved, independently of the submodalities 
of the visual information. Indeed, during the processing of various visual tasks, 
a number of visual cortical fields are present in the various cortical macro-
networks underlying the different tasks. These networks contain a number of 
cortical neuronal populations as a central core (a “core network”) which is, 
in the case of sensory information processing, sensory modality dependent. 
The “core network” is absolutely necessary for the given task, but it may be 
not sufficient. Additional cortical neuronal populations, which are essential for 
task performance under various stimulus or task conditions, may be recruited 
to join this “ core network.” These fields can be termed “ recruited fi elds” or
“recruited neuronal populations.” For instance, in the case of a visual task on 
feature uncertainty analysis, using gratings with varying orientations and spa-
tial frequencies, we can identify a core network of cortical neuronal popula-
tions present in all task performances, whereas certain cortical fields are only 
present when the decision is made along one specifi c stimulus modality (e.g., 
orientation or spatial frequency; Gulyás and Roland 1995) (Figure 3.7).

My colleagues and I have attempted to explore the task, stimulus, and in-
put modality of the cortical networks, with special regard to the core and the 
recruited fields. In one experiment, we used the same stimuli under different
task conditions (Vidnyánszky et al. 2000). Subjects visually inspected identi-
cal stimuli: gratings in the center or placed out of center in a rectangle. The
task was either to make a discrimination regarding the form (regular or ir-
regular grating) or the position (centered or not) of the stimulus; that is, the 
stimuli were identical, but the tasks were different. The resulting cortical net-
works contained a core network and recruited fields that were task dependent, 

A B

Color Disparity

Figure 3.6  Convergence: Cortical fields activated by the processing and analysis of 
color (A) and disparity (B) information. The area of overlap of the neuronal populations 
participating in both tasks in the occipital cortex is indicated by a dotted ellipse in each 
panel (meta-analysis, cf. Gulyás et al. 1994).
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indicating that recruited cortical neuronal populations may indeed be task de-
pendent (Figure 3.8).

In addition, investigations were conducted to examine to what extent the 
recruited cortical fields are stimulus dependent when the tasks are identical. 
Subjects were asked to inspect small objects (so-called parallopipeda) that 
were presented in three-dimensional (i.e., as real-life objects) or two-dimen-
sional (e.g., photographs) form. The objects were presented as consecutive 
pairs (first object followed by the second), and the subjects had to say whether 
they were identical or not. Regardless of whether the object was 2D or 3D, a 
core network was evident from which stimulus-dependent cortical neuronal 
populations were recruited (Kovács et al. 1998).

How does this work in higher-level sensory tasks (e.g., the recognition of 
the same visual form on the basis of various visual input cues)? It is a com-
mon fact that visual contours can be obtained on the basis of various visual 
information: luminance, color, disparity, texture, and motion can each cre-
ate visual contours. Consequently, identical form stimuli can be generated by 
each of these visual cues. In an experimental series, which used an “odd one 
out” paradigm, we explored whether the generation of identical form stimuli 
(rectangles) is dependent on input cues or not. Our findings indicated clearly 
that although the resulting form percepts were identical, the cortical networks 

Core
network

Figure 3.7 Core networks and recruited fi elds. Cortical fields activated by spatial 
frequency (first column), orientation (second column), or conjoint spatial frequency– 
orientation (third column) tasks, using identical stimuli (gratings with varying spatial 
frequencies and orientations). The cortical fields activated by all tasks (core network) 
are shown in the fourth column. The position of the horizontal slices is shown in the 
right hand panel (Gulyás and Roland 1995).
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contributing to the generation of the percept were input cue-dependent, thus 
demonstrating the importance of recruiting various cortical neuronal popula-
tions for the different submodalities (Gulyás and Roland 1994a, b; Gulyás et 
al. 1998) (Figure 3.9).
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Figure 3.8 Task dependence of recruited fields: Using identical stimuli (A) in a form 
or position discrimination task, the form (B) and position (C) tasks activate partially 
overlapping networks of cortical fields. Some constituents of the congruent part of these 
networks (core network) is shown in (D), whereas recruited fields present in the form 
discrimination task alone are shown in (E) (Vidnyánszky et al. 2000).
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Figure 3.9 Input cue dependence of cortical networks generating identical form per-
cepts on the basis of different input cues. The “odd one out” task is shown in the left up-
per panel, whereby, the middle rectangle served as the reference figure and; the one left 
or right to the reference fi gure represents the “odd one out,” which the subjects had to 
identify. The contours of the shape of the rectangles were made up by luminance, color,
disparity, texture, or motion cues. In the color-coded image, the input cue-dependent 
cortical fields are shown in a schematic brain image. They represent, in fact, the re-
cruited fields that were dependent on the input cues.
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Core Networks and Recruited Fields in Language Generation

How do core networks and recruited cortical fields impact higher cognitive 
functions? Let us consider, for instance, speech or word generation on the basis 
of various input cues. We can repeat words or generate a given text by listening 
to another speaker (input cue: hearing), by reading a text (input cue: reading), 
or by using tactile stimulation to analyze the meaningful surface texture, as in 
Braille letters (input cue: somatosensory). Does the aforementioned logic hold 
for such a higher process, such that the input cue (vision, audition, somatosen-
sation) would complement the very same core network of word understanding 
and word generation in the human brain? This question has been explored by 
different groups, not as a unified experiment but by focusing on the various in-
put modalities. What would we expect? The best established model on speech 
generation can be traced back to Paul Broca’s discovery of the prefrontal mo-
tor speech area (the “Broca area”), followed by Karl Wernicke’s discovery of 
the “sensory speech area.” A series of observations based predominantly on 
lesion studies led to the Wernicke–Geschwind model of speech generation. 
In this model, the three key “players” involved in the cortical basis of speech 
understanding and speech generation are the motor speech area or Broca area, 
the sensory speech area or Wernicke area, and the fiber tract that connects these 
two cortical regions, the fasciculus arcuatus. Depending on the input modality,
other sensory modality-specific regions (visual, auditory, somatosensory) may 
be recruited to this core network.

Indeed, imaging studies on speech generation that are based upon differ-
ent sensory inputs indicate that the core network is the same in each case. 
The other cortical fields recruited to this core network are sensory modality 
dependent and include, respectively, visual, auditory or somatosensory corti-
cal areas. These observations lend broad support to the validity of the mod-
el; namely, certain cortical core networks are the basis of cortical activation 
patterns, including those underlying syntax, and these networks are comple-
mented by additional “recruited” fields dedicated to the various aspects of the 
complex operation.

Core Networks, Necessary Networks, and Suffi cient Networks

Historically, the localization of functions in the human brain has been based on 
lesion studies. Neurological lesions teach us about the fundamentals of corti-
cal organization and reveal specific brain areas that participate in a neuronal 
operation at macro-network levels. Further to the original and seminal obser-
vations of Paul Broca (1861, 1865) and Paul Wernicke (1874), in vivo and 
postmortem studies of brain lesions have contributed for over a century to the 
fundamental models of brain structures and, consequently, neuronal operations 
that underlie language (Geschwind 1985; Damasio and Geschwind 1984). 
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Recently, studies utilizing transcranial magnetic stimulation (TMS) have com-
plemented observations on lesion patients, as TMS is capable of producing 
well-planned transient local brain dysfunctions, thus mimicking local lesions 
(e.g. Devlin et al. 2003).

In the literature of cortical language networks, two terms used often are 
“necessary networks” and “sufficient networks.” Definitions of these terms 
were originally based on lesion studies; however, recent neuroimaging studies 
have contributed to a more accurate interpretation. In a cortical macro-network 
performing an operation in the brain, a number of cortical neuronal popula-
tions or areas are necessary for the successful performance of the operation. 
For example, in conducting a semantic similarity judgment task on normal 
subjects, functional neuroimaging studies demonstrate that the left temporal, 
parietal, and inferior frontal cortices are engaged when the task is successfully 
performed (Koenig et al. 2003). In patients with local brain damage, temporal 
and parietal region lesions resulted in semantic deficits, indicating that these 
cortical regions are necessary for task performance. In contrast, damage to 
the inferior frontal cortex did not impair task performance, indicating that the 
inferior frontal cortex might not be necessary.

Further neuroimaging and neuropsychological studies on lesion patients 
show that despite extensive cortical damage in some patients, adequate task 
performance is possible through the activation of a network of cortical neu-
ronal populations sufficient for the task (Price et al. 1999). In other words, 
what is absolutely necessary for a successful task performance may not neces-
sarily be enough. By defi nition, sufficient cortical networks include necessary 
cortical networks and more.

Core networks may correspond to necessary networks, since without the 
cortical neuronal areas of a core network, a successful behavioral operation is 
not possible. Recruited fields, in turn, may correspond to elements of the suffi -
cient brain network that complement the activity of the core networks elements 
under the given stimulus or task conditions.

Do Cortical Macro-networks in Language Include 
Only the Broca and Wernicke Areas?

Many earlier studies on other dedicated brain systems, including the primate 
visual system, have demonstrated that not only complex cognitive but even 
simpler brain functions (e.g., visual perception) engage large parts of the hu-
man brain, and not merely those subsystems that belong to the core networks 
of modality-specific information processing. In the case of language, the Broca 
and Wernicke areas have been identified as essential parts of a “language core 
network.” However, similar to other observations related to cortical sensory or 
motor macro-networks that engage widespread cortical neuronal populations, 
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language-related cortical macro-networks also occupy extensively the cerebral 
cortex and include the cerebellum and subcortical structures, as well.

The cortical localization of syntax is of particular relevance to the discus-
sion in this volume. Only one central issue finds full agreement in the lit-
erature: Broca’s area is absolutely necessary as a component of the cortical 
macro-network underlying syntax. However, many have questioned how many 
and which other cortical neuronal populations are also involved in syntactic 
processing. An overview of 14 imaging studies of syntax (Table 3.1) shows 
that there is growing consensus among imagers regarding the complexity of 
the cortical macro-network that underlies syntactic operations.

Devlin (2008) surveyed several language-related neuroimaging studies and 
mapped the results onto the brain. His results indicate clearly that the corti-
cal neuronal populations engaged by language are not limited to the “classi-
cal” Broca and Wernicke areas, but rather they extend over most of the cortex 
(Figure 3.10).

Left hemisphere Right hemisphere

Medial surface Subcortical

Semantics
Orthography
Sensory input

Phonology
Control
Motor output

Figure 3.10  Using the Freesurfer (Desikan et al. 2006) inflated cortical model, a 
summary of various language-related neuroimaging studies is projected onto the cortex. 
The regions are color coded according to the type of information attributed to them. 
Composite colors indicate more than one function. For instance, the angular gyrus’
red-yellow label indicates the area’s involvement in both semantic and orthographic 
functions. Figure used with permission from J. Devlin.
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Personal Closing Remarks

I have written this overview from the perspective of a “brain imager”—one 
without direct and extensive experience in imaging language-related corti-
cal areas in the human brain. My background nonetheless enables me to view 
language-related cortical operations objectively as one possible form of higher 
brain functions alongside other complex sensory, motor, or cognitive func-
tions. Surveying the recent neuroimaging literature of language has convinced 
me that there must be some basic principles behind how the human brain orga-
nizes its operations. Language processing, similar to other cognitive processes 
in the brain, is anchored to cortical macro-networks that are anatomically de-
fined and which comprise core constituents, such as the Broca or Wernicke 
area complexes. These basic components of language-related activities include 
language acquisition, understanding, and production. Core networks, in turn, 
are complemented by recruited cortical fields (i.e., cortical neuronal popula-
tions required for performing a specific language task). Thus, a large part of 
the human brain may be directly or indirectly involved in language process-
ing. Indeed, many neuroimaging studies support the idea that language faculty 
widely exploits cortical neuronal populations as well as processing pathways, 
making language one of the most “invasive” cognitive faculties of the human 
brain.
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Some Elements of 
Syntactic Computations

Luigi Rizzi

Abstract

This chapter focuses on some current directions of research on the nature of syntac-
tic computations. I illustrate how certain issues have taken shape in the course of the 
last half century and discuss how they are addressed in current syntactic models, with 
special reference to “ Principles and Parameters” and Minimalist models. The fi rst is-
sue concerns the expression of the open-ended character of natural language syntax. 
Minimalism has introduced an extremely simple structure building rule, Merge, which 
is able to reapply indefinitely to its own output, thus expressing syntactic recursion, a 
property permitting the generation of an unlimited number of sentences. Merge builds 
hierarchical structures, which may be modified by the other fundamental syntactic op-
eration: movement. I discuss the typology of movement processes and illustrate how 
Merge and Move interact to determine basic word-order properties of natural languages. 
As is to be expected given the parsimonious, economy-based design of natural langue 
syntax, movement takes place to satisfy requirements of other components: phonology–
phonetics, requiring full linearization of the hierarchical structures of syntax; morphol-
ogy, requiring the formation of well-formed words; and semantics–pragmatics, dealing 
with the meaning and use of linguistic expressions. Focusing on verb movement in the 
functional structure of the sentence, certain interplays between morphology and syntax 
are illustrated which generate significant diachronic and comparative predictions. The
final part of the chapter is devoted to the issue of invariance and variation, and to how 
the universality and variability of human language is expressed by parametric models.

Introduction

In this chapter I present current directions of research on the nature of syntactic 
computations. After illustrating the roots of these directions in classical work 
in generative grammar, I discuss current understanding of the issues. Cover-
age of topics is not exhaustive, the selection being based on my competence 
and taste. I will assume the basic conceptual structure of the Principles and 
Parameters framework, and will shape much of the presentation in terms of 
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the formalism and tools of the Minimalist Program. According to its general 
guidelines, Minimalism puts a strong emphasis on sticking to the bare mini-
mum of the formal apparatus required to express the fundamental general-
izations of syntax, and this effort of conciseness and simplicity seems to be 
particularly appropriate when posing questions as to the biological foundations 
and evolutionary origins of mechanisms.

Creativity and Recursion

One salient property of the human knowledge of language is the so-called cre-
ativity manifested in normal language use. We constantly produce and under-
stand new linguistic objects, sentences that we had never encountered in our 
previous linguistic experience, and our linguistic capacities give us the possi-
bility of expressing an indefinitely large number of messages. No other species 
possesses a communication system with such characteristics.

The importance of this creative aspect is not a new observation: it was clear,
in essence, as early as in the seventeenth century. René Descartes pointed out 
that the capacity to organize words into an unlimited number of contextually 
appropriate sentences distinguishes the dumbest man from the most intelligent 
ape, and from the most sophisticated machine. What is the essence of this 
“familiarity of the newness,” and of the unbounded character of the human 
linguistic capacities?

What was missing until the middle of the twentieth century was a technical 
device to address these questions in a precise manner. In the first half of the 
century, structural linguistics conceived of language (saussurean “langue”) as 
a systematic inventory of linguistic signs, each of which consisted of a sound–
meaning pairing, basically a theory of the lexicon. An inventory, however, is 
limited by definition; therefore, this approach was intrinsically unable to ad-
dress the fundamental question of creativity, except through some vague no-
tion of analogy: the infinite possible combinations of linguistic signs were, at 
least in part, relegated by Saussure to “parole” the actualization of the system 
of “langue” in individual linguistic acts, and “langue” basically contained a 
repertoire of frozen idioms, not productive syntax. Saussure was probably 
dissatisfied with this conclusion, as certain oscillations in the Cours de lin-
guistique générale suggest (Saussure 1916/1985).1 Natural language syntax is 

1 For example, “…des phrases et des groupes de mots [sont] établis sur des patrons réguliers…
répondent à des types généraux…” but “… il faut reconnaître que dans le domaine du syn-
tagme il n’y a pas de limite tranchée entre le fait de langue, marque de l’usage collectif, et le 
fait de parole, qui dépend de la liberté individuelle” (sentences and groups of words are estab-
lished on regular patterns…but… it is necessary to recognize that in the domain of the phrase 
there is no sharp limit between the fact of langue, characterized by the collective usage, and the 
fact of parole, which depends on individual freedom). The interpretation of Saussure’s ideas 
about the open-ended character of syntax may be controversial, as an anonymous reviewer 
points out, but the fact that linguistic approaches of the early twentieth century did not work 
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clearly regular, a rule-governed process, but linguistics at the beginning of the 
twentieth century did not possess a formal device to express this regularity.

Introducing such a device was Chomsky’s first critical contribution to the 
study of language. Chomsky showed that the core notions of the theory of 
recursive functions, developed in the study of the foundations of mathematics, 
could be adapted to language. A recursive procedure is one that can indefi nitely 
reapply to its own output, giving rise to a hierarchical structure. The follow-
ing examples illustrate some simple cases of recursion in natural language, in 
which a phrase of a given type can be embedded into a phrase of the same type 
(phrases are delimited by brackets); this can go on indefi nitely:

(1) The preface [of the first book [on the discovery [of the …]]]
(2) I believe [that people wonder [whether Mary thinks [that someone said ...]]]
(3) I met [the boy [who bought [the book [which pleased [the critics [who wrote 

[the review ...]]]]]]].

Notice that it is not the mere iterability of the procedure which makes it recur-
sive, but its capacity to create a hierarchical structure, as happens at different
levels of organization of linguistic structures. Thus, for example, the iteration 
of the motor program activated in walking, one step after the other, can go on 
indefinitely, but it does not give rise to any hierarchical structure. By contrast, 
the stringing together of words in a sentence does, determining the bracketed 
representations as in (1)–(3) or, more perspicuously, tree-like representations 
such as the ones we will consider below. Such representations, far from being 
mere artifacts of the adopted formalism, contribute crucially to determining 
properties of form and meaning of linguistic expressions.

It is sometimes said that recursion is not as critical to natural language syn-
tax as the approach just introduced assumes, because the normal use of lan-
guage, as emerging from corpora of ordinary conversation, typically consists 
of rather short sentences. This objection does not, however, take into account 
the fact that a system capable of producing very simple phrases, like John’s
book or the picture of the girl, is already recursive, as it allows a nominal ex-
pression to be embedded within a larger nominal expression. Thus, a system 
capable of generating such simple structures already yields automatically the 
unbounded character of language. Imposing a limitation to sentences of a fi xed 
length would complicate the system in an arbitrary and unwarranted manner: 
it would be about as arbitrary as defining the number system as ending with a 
particular number N on the basis of the observation that people use only fairly 
small numbers in everyday life.

Let us now try to express the role of syntax in a more comprehensive mod-
el of the human linguistic capacities. Phrasing things at a very general level, 
we can say that to know a language means to possess certain inventories of 
elements, somehow stored in memory, and the computational procedures to 

out an operative formal device to capture this property is clear (Saussure 1916/1985, p. 173).
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combine the elements of the inventories to form entities of a higher order. This
fundamental inventory is the lexicon and consists of two major systems of lexi-
cal items: (a) the contentive lexicon, consisting of nouns, verbs, adjectives, etc. 
(i.e., elements endowed with descriptive content characterizing events, argu-
ments, qualities, etc.) and (b) the functional lexicon, consisting of grammati-
cal words and morphemes such as determiners, complementizers, auxiliaries 
and copulas, expressions of tense and aspect (i.e., elements that have a more 
abstract semantic content and somehow define the configurational structure in 
which the contentive elements are inserted).2

There are other lists of elements which must be stored in memory, ready 
to be used in linguistic computations (e.g., features, phonemes, syllable struc-
tures, morphemes, idiomatic expressions) and which define the structure of the 
lexicon. When this cascade of levels leaves the lexicon and enters productive 
syntax, and we start putting words together, the computational procedures be-
come recursive and give rise to higher-order entities, phrases, and sentences, 
which are indefi nitely extendable.

More generally, language is sound with meaning (abstracting away from 
languages that use different modalities, such as sign language; the generaliza-
tion to these cases is straightforward). Thus, a model of language must be able 
to connect representations of sounds with representations of meanings over an 
unbounded domain. The following structure is quite generally assumed in the 
tradition presented here:
(4) Lexicon

PHON SEMSyntax

Items are selected from the functional and contentive lexicon and strung to-
gether through the recursive procedures of syntax. Hence, interface represen-
tations of sound (PHON) and meaning (SEM) are computed (also called Pho-
netic Form and Logical Form, respectively) and accessed by other systems: 
the auditory–articulatory systems and the conceptual–intentional systems. In 
this conception, syntax is the generative heart of the system, the device that 
generates an unbounded number of linguistic representations; it is also, in a 
sense, ancillary to the external systems that deal with sounds and meanings 
as it subserves the needs of such systems. This is clearly expressed by certain 
concepts of economy which are assumed to apply to syntactic computations 
within Minimalism: the assumption is that there is no true syntactic optional-
ity; a syntactic device is used only when it is needed to obtain a certain inter-
face effect (Fox 2000; Reinhart 2006). This conception led to a reanalysis of 
many apparently optional syntactic processes and yielded signifi cant empiri-
cal results: very often an apparent optionality reveals detectable interpretive 

2 I include in the functional lexicon the system of functional heads which structure the clause 
and trigger important operations, such as movement.
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differences (in phenomena like scrambling, “free” inversion; e.g., Belletti 
2004) upon careful analysis. The fundamentally ancillary character of syntax 
makes intuitive sense. What really matters, for the expression of thought and 
communication, is the articulation of sound–meaning pairings. Syntax is the 
powerful mechanical device which makes the generation of the pairing pos-
sible over an unbounded domain.

A model like (4) raises the question of the “timing” of the transfer to the in-
terface systems. How is it done? Traditional models of the Extended Standard 
Theory assumed that complex syntactic structures (with embeddings, etc.) are 
computed entirely by the syntactic component; thereafter, the entire confi gu-
ration is transferred to PHON and SEM (or the equivalent interface levels). 
Among other more technical drawbacks, this radical “syntax fi rst” assump-
tion had the effect of divorcing the model of linguistic competence from the 
functioning of the processor: clearly, when we parse and interpret a complex 
utterance, we do not complete the syntactic analysis before starting to build the 
interpretation, even though it is plausible that the syntactic analysis is the nec-
essary initial step (e.g., Frazier 1987a; Friederici 2000). In current minimalist 
models, the syntactic computation is assumed to proceed by phase (Chomsky 
2001, 2007; Nissenbaum 2000): relatively small chunks of syntactic structures, 
the phases, are computed (roughly corresponding to simple clauses, but as-
sumptions vary on the exact size of the phase) and sent to the interface, and 
then the syntactic component computes another phase and sends it to the inter-
face, and so on.3

Merge and Structure Building

Various recursive techniques have been adopted in the different linguistic mod-
els which have been proposed since the 1950s, ever since Syntactic Structures
(e.g., generalized transformation, rewriting rules, X-bar theory; Chomsky 
1957). Jumping ahead almost fifty years of syntactic research, the ultimate 
distilled format of syntactic recursion is the operation Merge, the fundamental 
structure-building procedure assumed by the Minimalist Program (see Chom-
sky 1995, 2000 and related work), which takes two elements, A and B, to form 
a composed expression C:

(5) C

A BA B

3 Standard minimalist models involve “bottom-up” derivations of the kind illustrated in what 
follows. Other models, motivated by both linguistic and psycholinguistic considerations, in-
volve variants of Merge and phase theory consistent with “top-down” derivations (Phillips 
2003; Chesi 2005). I do not address this issue here and will adhere to standard assumptions.
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The operation is recursive in that it can reapply indefinitely to its own output, 
generating a hierarchical structure. Thus, A and B can be two elements taken 
from the lexicon or complex expressions already formed by previous applica-
tions of Merge.

Merge strings words together and, at the same time, expresses the hier-
archical structure of the sentence giving rise to tree representations. Merge,
as in (5), creates a minimal subtree with two sister nodes, A and B, and a 
mother node, C. In the very impoverished computational system assumed by 
minimalist syntax, the computational component cannot introduce new labels 
(i.e., labels not already present in the lexical items involved: the inclusiveness 
principle). Thus the label C of the AB constituent in (5) must be inherited from 
one of the merged elements, the one which “projects”: either C = A, or C = B. 
The element that projects is the “head” of the construction.

Let us consider a concrete case. For Merge to apply there must be some kind 
of “affinity”: some selectional relation between A and B. If A is a transitive verb 
and B is a noun, Merge can apply, forming a transitive verb phrase (say, meet
Bill). In the obtained configuration, the selector is the head, the element pos-
sessing the label which projects, and gives a name to the whole structure; thus, 
in the case of a verb–object construction, the obtained C constituent would be 
a verbal projection, a verb phrase in more traditional terminology:
(6) V

V N

Successive applications of Merge can give rise to complex structures like the 
following, expressed here in terms of the approach known as Bare Phrase 
Structure, a component of Minimalism: The verb meet is merged with the noun 
Bill to give rise to the verbal constituent meet Bill, which is then merged with 
the tense-bearing element, here the modal will. After merger of the subject (cf. 
later discussion for an important refi nement), the sentence thus created, Mary
will meet Bill, is merged with the complementizer that, an element which trans-
forms a sentence into a complement, available to be selected by, and merged
with, a higher verb, said, and so on.
(7) T

N T

T V

T V

V C

V N

C T

N T

John

has

said

that

Mary

will

meet Bill
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These representations express key properties of the structure of sentences (e.g., 
what words are related to other words, what units are formed) and enter directly 
into the determination of form and meaning of the sentence. These representa-
tions are transferred to the interface systems at the end of a phase, in a phase-
based model, and determine, on the PHON side, intonation and other prosodic 
patterns; on the SEM side, they determine properties of argumental semantics
(who does what to whom), of referential dependencies (the interpretation of 
pronouns, anaphors, and the like), and of the scope-discourse semantics (e.g., 
scope of operators, informationally related properties such as topicality and 
focus). We will return to this shortly.

Going back for a moment to the properties of Merge, we can observe that 
it is an extremely general formal operation. Minimalism accepted the diffi cult 
challenge of showing that all the fine details of syntactic structures uncovered 
in half a century of formal syntax could be traced back to this operation, in 
interaction with reasonable assumptions on lexical specifications and inter-
face requirements. The challenge is remarkably successful, even though many 
problems remain.

The hypothesis that Merge represents the core of syntax has opened new 
perspectives for the study of language evolution. Hauser et al. (2002) specu-
late that the availability of recursion in the right “spot” of the human cognitive 
map, perhaps in the form of the Merge operation, may have been a sudden and 
recent event in evolutionary history, perhaps the major computational conse-
quence of a minor reorganization of the brain, and that this single evolutionary 
event may be at the root of the emergence of the language faculty and possibly,
even more broadly, of what paleoanthropologist Ian Tattersall calls “the human 
capacity,” the collection of cognitive capacities that distinguishes our species 
from the others (Tattersall and Schwartz 2001). The following are examples of 
the many questions raised by this fascinating hypothesis: 

Is there an identifiable neural substrate which implements the recursive •
property for language, and, if so, at what granularity of analysis could 
it emerge?
If so, how does it relate to the other major human capacity—name-•
ly, the capacity to count (Dehaene 1997), which deals with discrete 
infi nities?
Do the mechanisms underlying linguistic and numeric capacities relate •
in a nontrivial way to the mechanisms responsible for other kinds of 
hierarchical structures in other cognitive domains (e.g., vision, motor 
control, the theory of mind and the other cognitive capacities that gov-
ern social interactions)?
How did the mastery of recursion for communication and other human •
cognitive systems evolve in the natural history of the species?4

4 Derek Bickerton (pers. comm.) points out that Merge, so broadly construed, can hardly be seen 
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These and many related questions define a broad and ambitious long-term pro-
gram, but it is imaginable that partial answers to some of these questions may 
be within reach, through the conjoined efforts of formal modeling of cognitive 
capacities, the study of pathology, and brain imaging techniques.

Movement

A pervasive property of natural language syntax is movement. We use this 
term to refer to the fact that linguistic expressions are very often pronounced 
in positions different from the positions in which they are interpreted (or,
more exactly, in which they receive crucial elements for their interpretation). 
Consider:

(8) (a) [Which book] did Mary want to buy ___?
(b) Mary wanted to buy [this book].
(c) Which book did you say…John believed…Mary wanted….

to buy ___?

To understand a sentence like (8a), it is necessary to interpret the expression 
which book as the object of the verb buy, much as this book in (8b); however,
which book has been displaced to the initial position and, in fact, it may end up 
being, in the surface confi guration, indefinitely far away from the immediate 
structural context of buy, as in (8c). Still, it must be interpreted as belonging to 
the argument structure of buy.

To illustrate the pervasiveness of movement, consider the following French 
example:

(9) Qui rencontreras-tu ? 
“Whom will-meet you-NOM? = Whom will you meet?”

as a domain-specific operation. For instance, the stone-chipping technique, which consists of 
successive applications of the same operation to build an organized object and was presumably 
available to hominids long before the advent of modern humans, is reminiscent of sentence 
building through successive applications of Merge. The point is well-taken. In fact, it is pre-
cisely the great generality of Merge which invites comparisons across cognitive capacities in 
search for cognitive and neural invariants involved in different types of computations. Such 
comparisons would have been hopeless with more complex models of Universal Grammar 
(UG), whose constructs (e.g., “the specified subject condition,” “the complex NP constraint”) 
sounded deeply rooted in language-specific notions and categories, but are perfectly sensible 
in a Minimalist, Merge-based conception of UG. Granting that Merge-like operations may 
well exist in other cognitive domains and in other species, perhaps supported by analogous 
cognitive and neural mechanisms, the question of the recent evolution of syntax clearly cannot 
be phrased in terms of the appearance of Merge tout court: what remains specific to modern 
humans is the availability of a Merge-like operation in the system of signals for communica-
tion and the expression of thought. If we phrase things in this way, a central question for 
the evolution of syntax then becomes: How and when did a Merge-like operation, previously 
available to other cognitive systems, penetrate the system for the expression and communica-
tion of thought?
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French is an SVO (subject–verb–object) language like English, but in this kind 
of structure the order is reversed to OVS by various applications of movement, 
as indicated by the arrows:

(10) [ ____ C [ ____ T ... [ tu recontr- qui]]]
-eras

This gives rise to a surface configuration like the following:

(11) [Qui rencontr+eras C [tu ___ … [ ___ ___ ___ ]]].

where the blanks indicate the positions vacated by movement, or the “traces” 
of movement. In (11) the verb phrase, the initial nucleus in which thematic 
roles like agent and patient are assigned, is completely vacated by movement, 
and this is by no means an exceptional situation. There are at least three kinds 
of movement involved in (10):

Head movement, forming the complex word • rencontrera, hence associat-
ing the lexical verb to the tense affi x,
A-movement, which moves the subject from its thematic position to its •
canonical clause-initial position (in languages like French),
A′-• movement (read “A-bar”), which moves the interrogative pronoun qui
to clause-initial position.

I will now illustrate these in the appropriate structural context.

Clausal Structure, Head Movement, and A-movement

Let us follow a derivation step by step, looking first at an example in English. 
The verb meet takes two arguments: an agent and a patient. The verbal root is 
thus initially merged with two nominals, which receive the two “theta roles,” 
or argument roles, of agent and patient; this operation satisfies the argument
structure of the verb, giving rise to the thematic nucleus of the clause: the verb 
phrase (VP, in traditional informal notation):

(12) [you [meet Mary]].

Then, the functional structure is added, which forms the structural back-
bone of the clause; in particular, it includes the tense specifi cation. Tense has
a number of functions, which affect both the form and the interpretation of 
the expression.

In the system presented here, tense has at least a dual function of relevance 
for the interpretive systems. It locates the described event in time with respect to 
the speech time (present–past–future), and it (or some element close to it in the 
functional structure of the clause) creates the subject–predicate articulation.
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Suppose that the tense (T) element merged to (12) is a future marker, ex-
pressed in English by the modal will:

(13) will [you [meet Mary]].

In languages like English, T attracts the closest nominal to its left-adjacent 
position (its specifier), thus creating the subject–predicate articulation, or 
“aboutness” structure (“about argument X, I’m presenting event Y concerning 
X”). This is an instance of A-movement, or movement of an argument to a 
subject position:

(14) You will [ ___ [meet Mary]].

In English, future T is expressed by an autonomous word, the modal will. In 
some languages, T is always expressed by an autonomous particle (e.g., typi-
cally in Creole languages), but this is by no means the general case.

In French, as in many other languages, future T is expressed by an affi x, an
element which does not form an independent word:

(15) Tu rencontr-eras Marie 
“You will-meet Marie.”

In this, as in many other cases, linguists have profi tably followed an intuition 
of uniformity and assumed that the clausal structure of French is exactly the 
same as in English. Thus, future T, expressed by the affi x -eras, is merged to 
the verb phrase nucleus, much as in (13):

(16) -eras [tu rencontr- Marie ].

Example (15) is derived by a double movement: tu A-moves to the canoni-
cal subject position. Moreover, as -eras is not a morphologically well-formed 
word in French, but an affix, something must happen to associate it to the 
verbal root. This is also done through movement. So, the verb moves to T, giv-
ing rise to the complex infl ected verb rencontr-eras:

(17) tu rencontr+eras [ ___ ___ Marie].

This is a case of head movement: a head, the verb, moves to the next higher 
head and combines with its content. The reason for this process is to align 
syntax and morphology: syntactic units (the heads) and morphological units 
(the words) do not match perfectly; in particular, there are heads which are 
not complete words. Head movement aligns the two systems by forming com-
plex inflected words: a lexical root moves to higher heads “picking up” the 
morphological specifications expressed in them. The system is illustrated in 
(17) with a single functional head for T, but it readily generalizes to more 
complex cases involving a richer functional structure expressing mood, tense, 
aspect, voice, the markers of agreement with the subject, and other arguments
(Cinque 1999).
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Important evidence supports this syntactic conception of how infl ectional 
morphology works, and offers straightforward explanations for complex cross-
linguistic patterns of adverb distribution (Emonds 1978; Pollock 1989).

Consider the different position of a frequency adverb like often/souvent in 
English and French:

(18) (a) You often meet Mary.
You will often meet  Mary.

(b) Tu rencontres souvent Marie.
Tu rencontreras souvent Marie.

The adverb precedes the verb phrase (VP) in English, whereas it interpolates 
between the inflected verb and the object in French. Following again a funda-
mental intuition of uniformity, Emonds (1978) and Pollock (1989) have pro-
posed that the adverbial position is the same in the two languages: the adverb 
is merged with the VP it modifies. Moreover, in both languages the subject 
moves to the initial position, the specifier of T. What varies is the independent 
difference we have just seen in how the morphology–syntax interface is ad-
dressed: French involves verb movement to T, which raises the verbal root 
past the adverbial position, whereas in English the lexical verb does not move. 
Thus, here we have a single movement in English and a double movement 
in French:

(19) (a) You will often [ ____you meet Mary]

(b) Tu rencontr-eras souvent [ ____tu ____rencontr- Marie]

This mode of explanation connecting morphology and syntax has proven ex-
tremely fruitful. First, it has prompted an in-depth exploration of syntactic 
structures, giving rise to the so-called cartographic projects, which look at the 
fine details of the structural articulation of clauses and phrases using, as guide-
lines, the morphological properties of the expression of tense (but also mood, 
aspect and voice) and the distributional properties of adverbials and other 
kinds of elements. Second, it has produced an effective technique to address 
major cases of variation in word order within and across languages. Third, it 
has favored the exploration of diachronic patterns of change in the morpho-
syntax of languages.

Comparative and Diachronic Implications

It does not seem to be a pure syntactic accident that French requires head 
movement of the lexical verb to the inflectional system, while Modern English 
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does not. There seems to be a relation between the richness of the paradigm of 
verbal morphology (in particular, the well-differentiated expression of agree-
ment) and the syntactic movement of the verb: roughly speaking, a rich in-
flectional system is able to attract the verb out of the VP, a more impoverished 
system does not. This is immediately suggested by certain comparative facts. 
Consider, for instance, Icelandic in comparison with the mainland Scandina-
vian languages Swedish, Norwegian, and Danish.

Icelandic has a well-differentiated agreement paradigm both in the present 
and preterite tenses; mainland Scandinavian varieties, illustrated here by Dan-
ish, lost the agreement specification completely and have a single verbal form 
that co-occurs with subjects with all persons and numbers:

(20) Icelandic (heyra “hear”)
present: heyr-i, heyr-ir, heyr-ir, heyr-um, heir-ið, heyr-a
preterite: heyr-ði, heyr-ði-r, heyr-ði, heyr-ðu-m, heyr-ðu-ð, heyr-ðu

(21) Danish (høre “hear”) 
 present: hør-er
 preterite: hør-te.

Not surprisingly, in Icelandic the lexical verb raises to T past the negative 
adverb ekki, much as in French, whereas in Danish the lexical verb does not 
leave the VP and appears lower than the negative adverb ikke (we have to use 
embedded clauses to see these phenomena in order to control for Verb Second, 
a major phenomenon radically modifying word order in main clauses in most 
Germanic languages):

(22) …að hann keypti ekki bokina (Icelandic)
“that he bought not the book”

(23) …at han ikke kobte bogen (Danish)
“that he not bought the book.”

There are immediate diachronic implications. Platzack (1987) showed that un-
til the seventeenth century Swedish had rich inflection and verb movement, 
much as modern Icelandic; both properties were lost, however, in the follow-
ing history of the language. Faroese, a Scandinavian variety spoken in the Far 
Oer islands, roughly halfway in between Iceland and the continent, seems to be 
in an unstable transitional state, with dialectally variable morphological rich-
ness and verb movement.

A clear diachronic effect is also straightforwardly observable from the his-
tory of English, as highlighted by Roberts (1993). He observes that sixteenth-
century English showed clear signs of verb movement, as illustrated by the 
interpolation of negation and various kinds of adverbials between the lexical 
verb and the direct object:

(24) (a) If I gave not this accompt to you (1557)
(b) In doleful way they ended both their days (1589).
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In parallel, Roberts observes, verbal morphology expressed a richer paradigm 
of agreement, with some variation between different varieties:

(25) Is: cast Ip: cast(-e)
IIS: cast-est IIp: cast(-e)

 IIIS: cast-eth IIIp: cast(-e).

Again, loss of verb movement and loss of a rich morphological expression 
of agreement seem to have gone hand in hand. Much research has been de-
voted to the exact characterization of the notion of “morphological richness” 
(Roberts 1993; Vikner 1997; Rohrbacher 1999) as well as to the important 
question concerning the direction of the causal effect, from morphology to 
syntax, or vice versa. According to the first view, the properties of infl ectional 
morphology cause the syntactic behavior directly: if the morphology reaches a 
certain threshold of “richness,” syntactic movement is automatically triggered. 
According to the alternative view, morphology merely registers what syntax 
does, and “rich agreement” is simply the way in which morphology typically 
underscores the fact that syntactic movement took place. The debate revolves 
around certain exceptions to the generalization “Rich agreement if and only if 
syntactic movement” in Scandinavian dialects and other regional varieties, and 
represents a very lively chapter of current research.

VSO Languages

The same ideas that have been proposed to address the syntax–morphology 
interface and the position of adverbials have shown a clear explanatory power 
with respect to other major questions of word order across languages. One 
concerns the analysis of VSO (verb–subject–object) languages, traditionally a 
serious puzzle for syntactic theory.
(26) (a) Cheannaigh siad teach anuraidh (Irish)

“Bought they a house last year”
(b) Chuala Roise go minic an t-amharan sin
 “Heard Roise often this song.”

In the other major language types, SVO and SOV, the verb and object are 
adjacent and seem to always form a constituent, the verb phrase, merged with 
the subject. In fact there are very good reasons to assume structures like S 
[VO] and S [OV]. But how can such a binary subject–predicate articulation 
be expressed in a VSO language, in which the subject apparently interpolates 
between the two constituents of the verb phrase? A traditional approach was to 
assume that VSO languages are different in that they instantiate a fl at ternary
structure, with subject and object generated as sisters of the verb. This ap-
proach is suspect, both on theoretical and empirical grounds. Theoretically, if 
the structure-building operation is Merge, structures can only involve binary 
branching; the point that tree branching is binary was forcefully asserted by 
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Kayne (1984). Empirically, all of the standard evidence showing that the sub-
ject is structurally higher than the object applies to VSO languages as well. 
For instance, the subject typically can bind a reflexive in object position (John
washed himself), but not vice versa (*Himself washed John). This property can 
be shown to be sensitive to structural prominence, not just linear order (e.g., 
in constructions with a clause-final subject in Italian, the subject can bind a 
preceding object, and not vice versa: ha votato per se stessa anche la sorella di 
Gianni, “voted for herself also Gianni’s sister”). The asymmetry clearly holds 
in VSO languages as well, with subjects binding objects but not vice versa. 
Thus, subject–object asymmetries emerge which would not be expected under 
a “flat structure” analysis. Moreover, phrasal idioms typically involve the VO
sequence, with the subject remaining a freely referential position (John kicked 
the bucket) but virtually no idiom involves the SV sequence leaving the object 
position referential, a fact which follows from the fact that V and O form a 
constituent (to which a special idiomatic interpretation can be attached), while 
S and V do not. Idioms pattern exactly like that in VSO languages.

The natural solution is that the VSO order is derived via verb movement to an 
inflectional head X from an underlying SVO (or SOV) order (Emonds 1980):
(27) X [ N [ V N ]]

Perhaps X is T, and VSO languages have V to T movement as in French. How-
ever, they differ from French in that the subject does not move to the specifi er 
of T (i.e., only one of the two movements involved in (19b) takes place here). 
More plausibly, X is a functional head higher than T, and V-movement takes this 
extra step to X with respect to a language like French, where it stops in T (that 
the subject moves in VSO languages is suggested by the possibility of adverb 
interpolation between the subject and the object in examples like (26b).

When an auxiliary verb is raised, as in the Welsh example (28b), the SVO 
order with the lexical verb resurfaces:

(28) (a) Cana i yfory (Welsh)
 “Will-sing I tomorrow”
(b) Bydda i ‘n canu yfory
 “Will-be I singing tomorrow.”

Thus, recalcitrant VSO languages can be traced back to familiar ingredients: a 
basic order permitting the subject–predicate articulation and head movement 
of the verb to the functional system.

A�-Movement and the Interface with Semantics and Pragmatics

Let us now consider the class of cases that most straightforwardly illustrates 
the phenomenon of movement, the displacement of an operator-like element 
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to the beginning of the clause. This is what linguists call A′-movement and is 
illustrated by the English constructions in (29), which give rise, respectively, to 
a question (a), a topic–comment structure (b), a focus–presupposition structure 
(c), a relative (d), and an exclamative construction (e): 

(29) (a) Which book should you read ___?
(b) This book, you should read ___.
(c) (It is) THIS BOOK (that) you should read ___ (rather than something else).
(d) The book which you should read ___ is here.
(e) What a nice book I read ___!

A′-movement, in the clear cases, has a very straightforward “teleological” mo-
tivation. It is a device that associates to a linguistic expression two types of 
semantic properties:

properties of • argumental semantics (e.g., thematic roles, who does 
what to whom), and
properties which Chomsky refers to as expressing • scope-discourse se-
mantics: the scope of various kinds of operators (e.g., interrogative, 
relative, exclamative) and such discourse-related and informationally 
related properties as topicality and focus.

Natural language expressions may be assigned both properties. How is this 
done? Among the many solutions that would be a priori possible, natural lan-
guages opt for movement: the expression is inserted in a position dedicated 
to argumental semantics and “picks up” the scope-discourse property through 
movement, by moving to a position dedicated to this kind of interpretive prop-
erty. So, for instance the nominal expression which book in (29a) is to be inter-
preted both as the patient of the verb read and as an interrogative operator with 
main clause scope in a direct question, to yield a semantic representation which 
is something like “for what x, x a book, you read x.” This is achieved through 
Merge and Move: the phrase is merged with read, and in the local confi gura-
tion with the verb it receives the thematic role of patient; then it is moved to the 
initial periphery of the clause, where it “picks up” its scope property.

How is movement triggered? In the other cases of movement (head move-
ment and A-movement to a subject position), we have seen that it is always 
a functional head which attracts another element, a head or a phrase, so it is 
natural to assume that in movement to a scope-discourse position, this would 
also hold. Here I will make the somewhat controversial assumption that in fact 
all kinds of movement work in this manner. In other words, I will assume that 
the representations of (30) all involve a functional head in the left periphery 
of the clause which attracts the question operator in (30a), the topic in (30b), 
the focus in (30c), the head of the relative clause in (30d), and the exclamative 
operator in (30e).

(30) (a) Which book Q should you read ___?
(b) This book TOP you should read ___.
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(c) THIS BOOK FOC you should read ___.
(d) The book which R you should read ___.
(e) What a nice book EXCL I read ___!

This system of heads governing A′-movement is silent in English. None of 
them is pronounced. However, often the corresponding constructions show 
overt counterparts in other languages, italicized in the following examples:

(31) (a) Ik weet niet [wie of [Jan ___ gezien heeft]] 
(Dutch varieties; Haegeman 1996)
“I know not who Q Jan seen has”

(b) Un sè [do [dan lo yà [Kofi hu ì]]]
(Gungbe; Aboh 2001)
“I heard that snake the TOP Kofi killed it”

(c) Un sè [do [dan lo wè [Kofi hu ___]]]
(Gungbe; Aboh 2001)

 “I heard that snake the Foc Kofi killed”
(d) Der Mantl [den wo [dea Hons ___ gfundn hot]]

(Bavarian; Bayer 1984)
“The coat which R the Hans found has”

(e) Che bel libro che [ho letto ___]! (Italian)
“What a nice book Excl I read!”

Many languages overtly manifest a Q marker (e.g., the dialectal Dutch of ),
topic and focus markers (yà and wè in Gungbe), a relative marker (the dialectal 
German wo), and an exclamative marker (che in Italian). It is tempting to as-
sume that the difference between English and these languages is very superfi -
cial and has mainly to do with the phonetic realization of a system of heads that 
is always present and syntactically active across languages, but pronounced 
only in some. These constructions have analogous (sometimes identical) syn-
tactic properties across languages, are interpreted uniformly at the SEM inter-
face (apart from a few possible parametrizations), and the fundamental varia-
tion only involves the superficial property of being pronounced or not at the 
PHON interface.

In conclusion, according to this approach the functional lexicon of every 
language specifies a number of heads, creating positions dedicated to scope-
discourse semantics. These heads attract phrases from their thematic positions, 
and the created configurations are handed over to the interpretive systems 
where specific interpretive routines are triggered (e.g., scope, topic-comment, 
focus-presupposition). Thus, a typical A′-construction connects a thematic po-
sition and a scope-discourse position. A phrase moved from one to the other 
is interpreted as carrying both kinds of semantic properties; and both kinds 
of interpretive properties are assigned in analogous confi gurational structures:
dedicated head of the substantive lexicon (for thematic roles) or of the func-
tional lexicon (for scope-discourse properties) assign such properties to their 
immediate dependents, specifiers and complements:
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(32) … ___ Xscope-discourse … ___ Xthematic …

In an example from a topic-comment construction:

(33) This book TOP [you should [ ___ read ___ ]]

the lexical head read assigns the role of agent to its specifi er you (eventually 
moved to subject position) and the role of patient to its complement this book.
The head TOP assigns the property of Topic to its specifi er this book and the 
property of comment to its complement, the rest of the clause you should [ ___
read ___ ].

The next observation is that A′-positions typically tend to pile up in the left 
periphery of the clause, often in a fixed order, partly universal and partly sub-
ject to parametric variation. For example, the left periphery of Italian permits 
the co-occurrence of a topic, a focus and a preposed adverbial modifi er in the 
space in between the declarative complementizer and the rest of the clause:

(34) Credo [che [a Gianni TOP [QUESTO FOC [oggi Mod [gli dovreste dire]]]]], 
non qualcos’ altro.
“I believe that to Gianni THIS today you should say, not something else.”

There are then “cartographic” issues that arise in this domain as well. The at-
tempts to draw maps as precise as possible of the left periphery of the clause 
have given rise to a very lively area of research, with the identifi cation of
different positions and ordering constraints, ruled by specific principles and 
parameters (e.g., Rizzi 1997; Cinque 2002; Belletti 2004; Rizzi 2004b).

The following example illustrates a reasonable approximation to a map of 
the left periphery that is valid quite generally across the Romance languages:

(35) [ Force … [ TOP … [ INT … [ FOC … [ Q … [ MOD … [ FIN [Clause]]]]]]]].

This zone of structural layers is then assumed to include the clause, specifying 
a space of positions dedicated to scope-discourse semantics. A′-movement is 
movement of an element to one of these external layers, triggering the expres-
sion of the relevant interpretive property.

Movement: A Subcase of Merge

What kind of formal operation is movement? In traditional generative ap-
proaches, movement was performed by a class of formal rules, the transfor-
mations, which were completely different from the formal rules building the 
structural representations, the phrase structure rules, or X-bar theory. This sharp 
distinction raised a serious conceptual problem. Emonds (1970) observed that 
the core cases of transformations are “structure-preserving” in that they cre-
ate configurations that are independently generated by phrase structure rules. 
Why, however, would two completely different types of rules converge to cre-
ate exactly the same kinds of structures? The problem of structure preservation 
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led a number of researchers to explore the possibility that it was a mistake to 
postulate two distinct rule systems for creating and modifying structures, and 
that phrase structure and transformational rules could be unifi ed.

A full unification is achieved in the Minimalist Program, which contained a 
single structure building operation, Merge, repeated here for convenience:
(36)

A BA B

What varies is the origin of A and B, the elements undergoing Merge. If they 
come directly from the lexicon, or one or both are independent complex entities 
already created by previous applications of Merge, we have external merge; if 
one (let’s say A) is taken from within the other (B in our case) we have internal
merge, which amounts, in traditional terms, to moving A from within B to the 
position sister of B. Using the format of (36), we could depict the global opera-
tion of internal merge as follows:
(37)

A BB

… A … …__…

This way of expressing things is, however, misleading: (37) is not an operation 
distinct from (36). What differs in the two cases is simply the way in which the 
two candidates of Merge, A and B, are selected through a search in the avail-
able computational space: they are separate objects in (36) whereas one is con-
tained within the other in (37). Once the two candidates are selected through 
some kind of external or internal search, the formal operation that strings A and 
B together is the same.

Consider the (simplified) derivation of an interrogative: What will you say?
This will illustrate how a series of applications of external and internal merge
are interspersed in the computation of a clausal structure from a selection from 
the lexicon like the one given in (38):

(38) Selection from the lexicon: {say, what, you, will, Q} 

(39) Derivation:
(a) [say what]    Ext Merge
(b) [you [say what ]] Ext Merge
(c) [will [you [say what ]]] Ext Merge
(d) [you [will [ ___ [say what ]]]] Int Merge
(e) [Q [you [will [ ___ [say what ]]]]] Ext Merge
(f) [will+Q [you [ ___ [ ___ [say what ]]]]] Int Merge
(g) [what [will+Q [you [ ___ [ ___ [say ___ ]]]]]] Int Merge.

In this view, the structure-preserving property of movement is immediately 
explained: movement is structure preserving because it is a particular case of 
the fundamental structure-building operation, Merge.
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Locality

Let us now focus on the procedure through which the candidates of Merge are 
selected. The significant case is internal merge. So, consider again the deriva-
tional stage in which the Q head, indicating an interrogative, is merged with the 
rest of the structure. The Q head starts a search for an interrogative operator,
also endowed with the question feature.

(40) [Q [you [will [ ___ [say  what]]]]]

Search

This is, in essence, the operation that Chomsky calls “agree,” but I opt here 
for the more general term “search.” Once an element is selected through the 
search operation (the wh-word what in our case), the search is terminated and 
the selected element becomes a candidate for internal merge with the whole 
structure. Through other operations, a sentence like (39g) is derived.

Search is a “local” operation involving a “probe” (i.e., the head activating 
the search) and a “goal” (i.e., the element which is reached); respectively, Q 
and what in (40). The operation is local in that it is blocked when an element 
intervenes between the probe and the goal, and the intervener bears some kind 
of structural similarity, to be precisely defined, to the elements involved in the 
relation. For instance, a wh-operator can be freely extracted from an embedded 
declarative (42a), but not from an indirect question, as in (42b). The structures 
from which extraction is attempted are given in (41):

(41) (a) I think Bill behaved like that.

(b) I wonder who behaved like that.

(42) (a) How do you think Bill behaved ___? 

(b) *How do you wonder who behaved ___?

This is, in essence, the effect of Relativized Minimality: the locality principle 
barring local relations when an element intervenes which bears some structural 
similarity to the elements that should be connected.

(43) Relativized Minimality: in a configuration like X … Z … Y a local relation 
connecting X and Y is blocked if Z has the same feature specifi cation as X and Y
(Rizzi 1990, 2004a).

In the case under consideration, the derivation of (42b) is barred because the 
search connecting the main Q element and how in the embedded clause is 
blocked by the intervention of who, which also is an interrogative pronoun:
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(44) Q you think [ who behaved how]

*

Z YX

Search is often discussed in the context of analyses of movement, as a prerequi-
site for internal merge. There are reasons to believe, however, that it is a much 
more general operation, perhaps encompassing all the cases in which a local 
relation is established between two positions, independently from movement. 
For instance, the binding of a reflexive element by an antecedent, or the con-
trol of the null pronominal subject (PRO) of an infinitival clause in so-called 
“obligatory control” constructions—two relations, expressed by co-indexation 
in (45), constrained by a kind of intervention locality similar to the principle 
operative in (44)—may plausibly involve variants of the search operation:

(45) (a) Johni saw himselfi in the mirror.

(b) Johni decided [PROi to leave].

Thus, the search operation that identifies the candidate for internal merge may 
well be a particular case of a more general operation which can connect two 
positions in the tree if intervention locality is respected.

Invariance and Variation

How can this kind of approach address the problem of invariance and variation 
in natural language? This is a fundamental question for virtually every aspect of 
the study of language, clearly of central relevance for the question of language 
evolution. The theoretical entities that have been referred to within the genera-
tive tradition to address this issue are the concepts of Universal Grammar (UG) 
and particular grammars. The traditional conception of the 1960s and 1970s, 
which was based on the idea that particular grammars are systems of rules spe-
cific to a particular language, did not provide adequate tools to factor out the 
invariant properties across languages (among many other drawbacks).

Things changed radically around the late 1970s with the Principles and Pa-
rameters (P&P) approach, based on very different ideas (e.g., Chomsky 1981; 
Rizzi 1982; Kayne 1984). The key notion became UG, which was construed 
as an integral component of particular grammars. UG was conceived of as a 
system of principles containing certain parameters, binary choice points ex-
pressing the possible cross-linguistic variation. Particular grammars could be 
seen as UG with parameters fixed or set in particular ways. This conception 
went with a particular model of language acquisition. Acquiring a language 
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meant essentially setting the parameters on the basis of experience. This is 
not a trivial task, as several researchers observed: in a number of cases, the 
evidence available to a child may be ambiguous between different parametric 
values, and there are complex interactions between parameters (Gibson and 
Wexler 1994). Still, despite such problems, parameter setting is a much more 
workable concept than the obscure notion of rule induction, which was as-
sumed by previous models. More generally, the P&P approach introduced a 
very effective technical language to express, in a concise and precise manner,
what languages have in common and where languages differ. Modern compar-
ative syntax flourished once the P&P approach was introduced, and language 
acquisition studies took a new start.

Let me just mention here one basic example of parametrization. In some 
languages (e.g., VO languages), the verb precedes the object: love Mary (Eng-
lish) or aime Marie (French). Other languages (e.g., Japanese) have object–
verb (OV) order. To address these properties, we need some kind of parameter 
operating on Merge and having to do with linear order. In some languages, the 
head (the verb) precedes the complement, whereas in other languages the head 
follows the complement. For a different approach to this kind of parametriza-
tion and deriving certain orders via movement, see Kayne (1994).

This simple ordering parameter has pervasive consequences in languages 
that consistently order heads and complements one way or the other. (Other 
languages, a minority according to typological studies starting with Greenberg
(1963), are “incoherent” in this respect, as they opt for distinct ordering op-
tions for different types of heads.) Thus, two examples like the English sen-
tence (46a) and its Japanese counterpart (46b) differ dramatically in order and 
structure, as illustrated by the two trees (47a, b):

(46) (a) John has said that Mary can meet Bill.
(b) John-wa [Mary-ga Bill-ni a - eru- to] itte-aru
 “John-Top [Mary-Nom Bill-Dat meet-can- that] said-has”

(47) (a) T
N T

T V

T V

V C

V N

C T

N T

John

has

said

that

Mary

can

meet Bill
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(b) T
N T

V T
John-wa

-aru
C V

itte-
T C

to

V T

N T
Mary-ga

-eru-
N V

Bill-ni a-

English expressions have a fundamentally right-branching structure, whereas 
Japanese expressions follow a fundamentally left-branching structure. The two 
are not perfect mirror images because certain ordering properties (such as the 
subject–predicate order) remain constant; however they are almost a mirror 
image of each other.

We have parameters on external  merge, as the one just illustrated, and pa-
rameters on internal merge or movement. For example, we have seen that the 
lexical verb moves to T in French and Welsh, but not in Modern English. Also, 
the subject moves to the clause-initial position in English and French, but not 
in Welsh, yielding the  VSO order. In addition, all Germanic languages except 
English have a Verb Second constraint in main clauses which involves a double 
movement of the inflected verb and another phrase to the left periphery.

A third parameter concerns  Spell-out: the phonetic realization of the various 
expressions. There are certain elements that can or must be left unpronounced 
in particular configurations in some languages. One classical case is the  Null 
Subject parameter: subject pronouns can be left unpronounced in languages 
like Italian and Spanish (e.g., in sentences like parlo italiano; I speak Italian), 
and this property relates in a nontrivial manner to other properties of the lan-
guage (e.g., Rizzi 1982).

After a few years of developing these ideas, a crucial question arose con-
cerning how to express the format of the parameters. Is it the case that anything 
can be parameterized in UG, or is there a specific locus for parameters? The
first idea on the locus for parameters was that parameters were expressed di-
rectly in the structure of principles. This was probably suggested by the fact 
that the first parameter discussed in the late 1970s had to do with a particu-
lar locality principle, Subjacency, the proposed parametrization involving the 
choice of the nodes that would count as bounding nodes or barriers for locality 
(the S/S′ parameter; see Rizzi 1982, chap. 2). On the basis of this case, it was 
assumed for some time that parameters were generally expressed directly in 
the structure of the principles, and that could be the general format. Among
other things, this assumption raised certain expectations on the question of how 
many parameters one should expect in UG: as the UG principles were assumed 
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to be relatively few, if parameters were expressed in the structure of principles 
one could expect an equally (relatively) small number of parameters.

This view was abandoned fairly quickly, for a number of good reasons. 
One reason was that some principles turned out not to be parameterized at all. 
In no language, as far as we know, does a structure like He thinks that John is 
crazy allow for co-reference between He and John (principle C of the Binding 
Theory). That pronouns cannot be referentially dependent on some expression 
in their c-command domain is a general, invariable property of referential de-
pendencies; many other principles are categorical in a similar way.

The second reason was that some macro-parameters (i.e., big parameters 
initially assumed to characterize basic cross-linguistic differences) turned out 
to require reanalysis into clusters of smaller parameters. One case in point was 
the so-called “ configurationality parameter.” Some languages have a much 
freer word order than other languages. Originally it was thought that there was 
a major parameter that divided languages between those with and without free 
word order. It quickly turned out, however, that there are different degrees of 
free word order: some languages are freer in the positioning of the subjects, 
others are freer in the reordering of the complements (scrambling), etc. There
is a sort of continuum: not in a technical sense, but in the informal sense that 
there are different degrees of freedom, so that the big “non-confi gurationality” 
parameters really needed to be divided into smaller parameters.

The third reason was that some parametric values turned out to be intimately 
related to specific lexical items. For instance, consider the long-distance ana-
phor parameter (i.e., that certain reflexives roughly corresponding to English 
himself in some languages allow for an antecedent that is not in the same local 
clause, e.g., in Icelandic). This turned out to be the specific property of certain 
lexical items: if the language has such special lexical items (i.e., anaphors of a 
certain kind), then these anaphors work long-distance. Thus, we are not look-
ing at a global property of the grammatical system, but simply at the presence 
or absence of a certain kind of item in the lexicon. These considerations led to 
the general view that parameters are not specified in the structure of principles, 
but rather are properties specified in the lexicon of the language. In fact, as-
suming the fundamental distinction between the contentive and the functional
lexicon, parameters could be seen as specifications in the functional lexicon. 

To summarize, a reasonable format for parameters would be: H has F, where 
H is a functional head and F is a feature triggering one of the major syntactic 
operations. This view implies important differences with respect to the view 
expressing parameters in principles. For instance, the order of magnitude of 
parameters is now related not to the number of principles but to the size of the 
functional lexicon.

If one combines this view on parameters with the cartographic approach 
(Belletti 2004; Cinque 1999, 2002; Rizzi 1997, 2004b), assuming very rich 
functional structures, the implication is that there can be a very rich system 
of parameters. Putting together the theory of parameters as specifi cations in
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the functional lexicon, some minimalist assumptions on linguistic computa-
tions and cartography, we end up with something like the following typology 
of parameters.

(48) For H a functional head, H has F, where F is a feature determining H’s
properties with respect to the major computational processes of Merge, Move 
(internal merge), and Spell-out. 
Merge parameters: What category does H select as a complement?

To the left or to the right?
Move parameters: Does H attract a lower head?

Does H attract a lower phrase to its specifi er?
Spell-out parameters: Is H overt or null?

Does H license a null specifier or complement?

We have parameters determining the capacity of a functional head to undergo
Merge: What categories does it select, and does it take complements which 
precede or follow it? Perhaps even more fundamental properties include: Does 
the language use that particular functional head? Thus it may be the case that 
(certain) heads of the cartographic hierarchy may be “turned on” or “turned 
off” in particular languages. In terms of the move parameters, heads function 
as attractors: they may attract a lower head which incorporates into the attrac-
tor, or a phrase which moves to the attractor’s specifier. Does the tense marker 
attract the lexical verb, as it does in the Romance languages but not in English 
or most varieties of continental Scandinavian? For spell-out parameters, we 
ask: Is a particular head overt or not? For instance, the topic head is realized in 
some languages (e.g., Gungbe, possibly Japanese wa) but not in others (e.g., in 
Romance clitic left dislocation). Does a head permit null dependents? For in-
stance, does the verbal inflection license a null subject? That is one of a number 
of possible ways of looking at the null subject parameter in current terms.

This general picture is rather widely accepted at present, though many points 
remain controversial. As there are many more parameters than was originally 
assumed in the early days of the P&P approach, it turns out that the different
parametric choices will enter into various complex kinds of interactions, gen-
erating many possible configurations of properties, so that the superfi cial diver-
sity to be expected is very significant. For this reason, the parametric approach 
turned out to be particularly well-suited for the comparison of historically and 
structurally close languages, in which it is easier to control for very complex 
interactions; the likelihood of pinning down truly primitive points of differen-
tiation is high, as Kayne (2000) indicated. This also explains the remarkable 
success of the approach to account for dialectal varieties (e.g., Italian and Scan-
dinavian dialects) within language families (e.g., Romance, Germanic) and the 
renewal of dialectological studies based on this theory-driven approach.

Despite the apparent vastness of the parametric space, the abstract structure 
of parametric options still reduces to very few schemata, perhaps along the 
lines of (48). The deductive interactions between P&P remain very tight, so 



Some Elements of Syntactic Computations 87

that there are many logical possibilities that are excluded in principle. A profi t-
able research strategy remains the search for attested and unattested clusters of 
properties under large-scale surveys. Consider, for example, Cinque’s (2005) 
discussion of Greenberg’s (1963) Universal 20, which showed how certain 
systematic gaps in the ordering of various kinds of nominal modifi ers can re-
ceive a principled explanation. Empirical claims about universals can now be 
checked against a data base that is enormously richer than it was 25 years ago. 
In addition, the search for nonaccidental gaps in the clustering of properties 
preserves all of its heuristic value and naturally complements the study of the 
micro-parametrization within very close systems, in the attempt to understand 
different facets of invariance and variation across languages.
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The Adaptive Approach 
to Grammar

T. Givón

Abstract

This chapter describes the adaptive function of grammar (morpho-syntax) as, primarily,
an instrument of communication rather than mental representation. Morpho-syntactic 
constructions map onto specific communicative intents. These communicative intents 
pertain to the mental representation, in the mind of the speaker–hearer, of the inter-
locutor’s constantly shifting epistemic and deontic states during ongoing communi-
cation. Grammar is thus a streamlined, highly automated theory-of-mind processor.
The three developmental trends that shape human language—diachrony, ontogeny, and 
evolution—are responsible for the rise and instantiation of universals of grammar. The
evolution of grammar is discussed in the context of the evolving cultural and communi-
cative ecology of Homo sapiens. The neurology of grammar and its putative evolution 
are surveyed.

Preamble

My charge in writing this chapter was to explore basic issues in the neurobi-
ology and evolution of grammar. The questions I am bound to raise are con-
strained by an approach to grammar whose basic premise can be captured in 
the following quote from a standard anatomy text:

Anatomy is the science that deals with the structure of the body…physiology is 
defined as the science of function. Anatomy and physiology have more meaning 
when studied together (Crouch 1978, pp. 9–10).

In pursuing a functional-adaptive research program, I defer to what has been 
a basic tenet of evolutionary biology not only since Darwin, but ever since 
Aristotle: biological structures are shaped and selected by their adaptive func-
tions. I will thus take it for granted that grammar, like any other biologically 
based structure, evolved through adaptive selection. To understand the adaptive 
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niche of grammar, however, one must view it in its wider context; namely, that 
of human cognition and communication.

Representation and Communication

The two core adaptive functions of human language are the representation
and communication of information (knowledge, experience). Given the over-
whelming evidence from animal communication, child language development, 
and neuropsychology (Geary 2005; Cheney and Seyfarth 2007; Ungerleider 
and Mishkin 1982; Schmahmann et al. 2007; Givón 2002), I will take it for 
granted that cognitive representation preceded communication in human evo-
lution, is present in prehuman species, and is a developmental prerequisite to 
child language acquisition. What the evolution of human communication add-
ed to the preexisting primate cognitive-representation platform are two specifi c 
communicative codes: phonology and grammar.

Cognitive psychologists have long recognized three major systems of men-
tal representation in the human mind/brain (Atkinson and Shiffrin 1968). The
linguistic equivalents of these systems are transparent.

(1) Cognitive level Linguistic equivalent
Semantic memory The mental lexicon
Episodic memory The current text
Working memory and attention The current speech situation

Semantic Memory

The functional-adaptive properties and structural organization of the mental 
lexicon have been reviewed extensively elsewhere (Geary 2005; Givón 2005). 
Its interaction with episodic memory is well documented. The core of the lex-
ical semantic network has been tentatively ascribed to two brain locations: 
one in the left inferior frontal gyrus (IFG) of the prefrontal cortex (BA 47); 
the other in the medial temporal lobe (Posner and Pavese 1998; Martin and 
Chao 2001; Bookheimer 2002; Badre and Wagner 2007). But the network is 
more extensive. First, older subcortical limbic areas have also been implicated 
(Tucker 1991), and, second, relevant “experiential” brain loci—sensory corti-
cal and affective subcortical—are co-activated as part lexical semantic activa-
tion (Caramazza and Mahon 2006; Pulvermüller 2003). Finally, the neurocog-
nitive system of conceptual representation is cross modal (e.g., verbal, visual, 
tactile) rather than modality specific (Humphreys and Riddoch 1987).
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Episodic Memory

Propositional information about unique events, states, situations, or individu-
als, or about their concatenations in longer chunks of coherent discourse, is 
represented in episodic memory (Gernsbacher 1990; Kintsch 1994; Ericsson 
and Kintsch 1995). Both visual and linguistic input are represented in the 
same system, first in the subcortical mediotemporal system (hippocampus and 
amygdala; Squire 1987; Petri and Mishkin 1994; Goodale 2000; Mesulam 
2000). The limbic-based early episodic memory is the one most relevant to 
on-going human communication (Ericsson and Kintsch 1995).

Working Memory and Attention

Working memory represents what is available for immediate attentional acti-
vation. It thus overlaps partially with the attentional network (Schneider and 
Chein 2003; Posner and Fan 2008). It is a storage-and-processing buffer of 
small capacity and short duration, where material is kept temporarily pend-
ing further processing choices. It has a cross-modal conscious component that 
interacts with executive attention (Schneider and Chein 2003; Ericsson and 
Kintsch 1995), as well as several modality-specific nonconscious components 
(Gathercole and Baddeley 1993).

Information in the working memory buffer must receive some type of at-
tentional activation in order to reach longer-term episodic representation. 
Retrieval of information from episodic memory requires attentional reactiva-
tion and thus repeated representation in working memory.

While these three cognitive representation systems are neurologically 
distinct, they display multiple interactions (Gathercole and Baddely 1993; 
Ericsson and Kintsch 1995; Givón 2005), and their brain representation in-
volves distributive networks.

Communicative Codes

Two human-specific communicative codes, phonology and grammar, map 
onto two language-coded representational levels.
(2) Mapping between representation levels and communicative codes

Cognitive Linguistic Communicative code
Semantic memory Lexicon Phonology
Episodic memory-I Propositional semantics Simple clause grammar
Episodic memory-II Discourse pragmatics Complex clause grammar

Propositional semantics involves the structure of states and events (“argument
structure”; “who did what to whom where and how”). Multi-propositional 
pragmatics involves the communicative use of propositional information (dis-
course context, speaker–hearer relations, communicative intent). Much of the 
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confusion about the adaptive function of grammar arises from its dual map-
ping, onto both propositional semantics and discourse pragmatics.

Grammar

Grammatical Coding Devices

Grammar is a much more complex and abstract code than the phonological–
lexical code. At its most concrete level, the primary grammatical signal com-
bines four major coding devices.1

(3) Primary grammar-coding devices
(a) Morphology
(b) Intonation: clause-level contours; word-level stress or tone
(c) Rhythmics: pace or length; pauses
(d) Sequential order

Of these, morphology and intonation are more concrete, relying on the senso-
rimotor lexical codes. But these concrete devices are integrated into a complex 
system with the more abstract devices (rhythmics, sequential order) that are 
no doubt second- or third-order constructs. The most concrete element of the 
grammatical code, grammatical morphology, is a diachronic derivative of lexi-
cal words (Givón 1971, 1979; Traugott and Heine 1991).

The primary coding devices that make up grammatical structure (3) are, in 
turn, used to signal more abstract levels of organization.

(4) (a) Hierarchic constituency
(b) Grammatical relations
(c) Syntactic categories (noun, verb, adjective; noun phrase, verb phrase)
(d) Scope and relevance relations (operator-operand, noun-modifi er,

subject-predicate)
(e) Government and control relations (agreement, co-reference).

The structural elements in (3) and (4) combine to create various grammatical 
constructions (clause types). These constructions, with their attendant morphol-
ogy, map most directly onto various communicative functions. Constructions 
are thus the concrete building blocks of syntax.

Constructions

Chomsky’s (1965a) distinction between simple (“deep structure”) and complex 
(“transformed”) clauses remains fundamental to our understanding of syntax. 

1 The first-order formal properties cited here are relatively concrete and perceptually acces-
sible. More abstract approaches to syntax may reject some of those, including the entire no-
tion of syntactic construction (Chomsky 1992), and may count other abstract properties not 
mentioned here.
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It underlies the approach to syntactic structures as concrete constructions, di-
rectly perceived and processed by the hearer in language comprehension, then 
translated into both propositional information and communicative intent; and 
directly produced by the speaker to code his/her communicative intent. This
approach was later rejected by Chomsky (1992) as he veered toward his mini-
malist account of syntax.

One may classify syntactic constructions or clause types as follows 
(Givón 2001):

(5) Simple Complex Complex clause types
Main Subordinate REL-clause, v-comp., ADV-clause
Declarative Nondeclarative Imperative, interrogative
Affi rmative Negative Negative
Active-transitive De-transitive Passive, antipassive, inverse
Default topic/focus Marked topic/focus Left dislocation, cleft-focus

To illustrate how the same simple clause (propositional information, deep 
structure) may be transformed into a multiple complex one (surface struc-
tures), consider:

(6) (a) Simple: Marla saw John
(b) REL-clause (obj.): The man [Marla saw]…
(c) V-complement (modality): Marla wanted [to see John]
(d) V-complement (manipulation): Betty told Marla [to see John]
(e) V-complement (cognition): Betty knew [that Marla saw John]
(f) ADV-clause (temporal): When Marla saw John,…
(g) Imperative: Go see John, Marla!
(h) Interrogative (y/n): Did Marla see John?
(i) Interrogative (wh-obj.): Who did Marla see?
(j) Negative: Marla didn’t see John.
(k) Passive: John was seen (by Marla).
(l) Left dislocation (obj.): As for John, Marla saw him (later).
(m) Cleft-focus (obj.): It was John that Marla saw.

The best evidence speakers–hearers have about morphosyntactic structures and 
how they differ from each other are the regular form-function correlations be-
tween specific constructions and specific semantic-pragmatic functions during 
communication. To the speaker–hearer, thus, the syntactic variations (6a–m) 
on the same “deep structure” make a contrastive difference because they are 
manifestly paired with specific communicative functions.

Likewise, the best evidence the linguist has that the syntax of complex 
clauses—the bulk of syntax—could not possibly be about propositional rep-
resentation, but is rather about communicative function, hinges on the fact 
that constructions (6a–m) all share the very same event-structure information. 
However, the communicative function of syntactic constructions can only be 
discovered by studying their use in their natural communicative context.
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Many of the propositional-semantic and discourse-pragmatic functions of 
syntax are coded primarily by the grammatical morphology associated with 
constructions. While morphemes always cliticize on particular lexical words, 
their functional scope may be narrow (word scope), broader (phrase scope), or 
broader yet (clause scope). Thus consider:

(7) Functional scope of grammatical morphemes:
(a) Word scope (gender): They hated the Empr-ess
(b) Noun-phrase scope (case, determiner, number): She talked to-the-[new 

phone operator]-s.
(c) Verb-phrase scope (negation): They didn’t-[give the award to John].
(d) Simple-clause scope (tense-aspect-modality): [She will sleep in the 

basement].
(e) Complex clause scope (subordinators): The woman that-[he gave the 

book to].

Syntactic constructions are not flat and linear, but rather they exhibit a hierar-
chic constituent structure. This hierarchic structure is not observed directly in 
the speech signal, but is inferred from semantic, pragmatic and prosodic infor-
mation. As an illustration of a fairly complex hierarchic structure, consider the 
phrase structure of example (7e) above:

(8)

NP

S

VP
DET N S V

NP VP
V NP PP

P NP

the woman that-[he gave the book to disappearedØ]

DET N

Universals

The balance between the great diversity of human languages and the universal 
properties of human language has been the subject of much debate in phi-
losophy and linguistics going back to antiquity. On this issue, which mirrors 
the balance between species diversity and universals of biology, two reduc-
tionist schools have emerged in linguistics, represented most conspicuously 
by Leonard Bloomfield and Noam Chomsky. Bloomfield (1933) felt that lan-
guage diversity was so immense and unconstrained that there was no point in 
looking for universals, except “purely inductive” summaries of the facts. This
position is the precursor to the surface universals approach taken by some 
typologists (e.g., Comrie 2008; Haspelmath 1990). Adherents of this approach 
consider concrete traits of language(s), such as constructions, morphemes or 
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phonemes, to be potential universals. Since some traits are more widespread 
cross-language than others, concrete universals may be a matter of degree. 
Indeed, more extreme practitioners of this approach may on occasion deny the 
existence of any morphosyntactic universals (Dryer 1997).

Chomsky’s position is the extreme opposite of Bloomfi eld’s: the nuts-and-
bolts of surface structure are figments of the linguist’s descriptive method, and 
underneath them lie deep universals that are rather remote from concrete fea-
tures (morphemes, constructions). They are the highly abstract Principles and 
Parameters of Universal Grammar (Chomsky 1992).

Bloomfield and Chomsky each exaggerate a different aspect of the complex 
relationship between diversity and universals. Bloomfield did so by looking for 
universals of the type “all languages have surface feature X,” while ignoring 
general principles that may control the diversity of attested surface features. 
What is more, he discounted the possibility that universal principles control 
extant surface diversity indirectly, through the three developmental trends 
that directly shape the surface features of language(s): diachrony, ontogeny,
and phylogeny.

Chomsky, on the other hand, exaggerated universality and trivialized diver-
sity by developing a descriptive framework (Minimalism) that misrepresents 
surface morphosyntax, positing extremely abstract underlying structures and 
few universal operations ( Merge, Move). Like Bloomfield, Chomsky also dis-
counted the possibility that universal principles do not control synchronic struc-
ture directly, but rather indirectly through the three developmental trends.

A middle-ground alternative to the two extreme approaches to language 
universals may be ascribed to Joseph Greenberg (1974, 1976, 1978, 1979) but 
is, in fact, rooted in the work of nineteenth-century diachronic-cognitive typol-
ogists such as Hermann Paul (1890). This middle-ground alternative echoes, 
explicitly or implicitly, evolutionary biology’s traditional balance between di-
versity and universality (Givón 1979, 2002, 2005, 2008):

Universals are not simply nuts-and-bolts surface features, though some •
of those may trivially exist (“all living organisms have cells”).
Universals reveal themselves in the control of development (i.e., on-•
togeny and phylogeny).
Universals are not exception-less but rather flexible, due to the interac-•
tion among conflicting adaptive pressures. Such interaction often yields 
surface features that are an adaptive compromise.2

A closely related polarization is found in neurolinguistics, concerning whether 
processing modules/circuits are dedicated to syntax rather than to general cog-
nitive functions. An extreme Chomskian position tends to opt for the language 
or grammar specificity of brain modules (e.g., Ben-Shachar et al. 2003, 2004). 

2 Ernst Mayr (1969, 1976) discusses this in the context of the difference between the laws of 
physics and generalizations in biology.
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The opposite extreme denies the language or grammar specifi city of any neu-
rological module, noting that all of them still perform their pre-linguistic cog-
nitive functions. Their involvement in syntactic processing is then viewed as 
an instance of “emergence” (Hagoort, this volume; Kaan, this volume), human 
specific only in the adaptive-communicative context of acquisition or usage.

A more modulated middle-ground position may be found in the work of 
Friederici (this volume), where lower-level modules may still function in either 
their linguistic or pre-linguistic capacity, but higher-level circuits or networks 
may already be dedicated to linguistic functions. This approach is in line with 
current views on attentional networks (Schneider and Chein 2003; Posner and 
Fan 2008). It is also compatible with Dehaene and Cohen’s (2007) work on the 
more recent recruitment, during learning and development, of older cognitive 
modules to perform novel cultural tasks (reading, arithmetic).

The modulated middle-ground position in linguistics and neurology takes 
for granted that many, but perhaps not all, syntactic features have clear pre-
linguistic cognitive foundations in memory, attention, perception, motility,
etc. Pre-linguistic cognition deals only with mental representation, but human 
language involves both representation and communication. Syntax, therefore, 
does not simply “fall out of” or “emerge from” mental representation. Human 
language is certainly old enough to have, in principle, evolved dedicated, 
genetically specified neurological mechanisms, especially distributed multi-
module networks/circuits.

Developmental Trends

Universal principles and/or mechanisms exert their influence on grammati-
cal structure through the three developmental trends: diachrony (historical 
change), ontogeny (first- and second-language acquisition), and evolution. 
While we have no direct evidence about the latter, we have considerable evi-
dence about the first two. And while in some purist circles language diachrony 
and ontogeny are deemed irrelevant to language evolution (Slobin 2002; Botha 
2006a), they are still the best evidence of a step-wise, gradual development 
of language and grammar. Relying on such data to develop evolutionary hy-
potheses requires caution and justification (Givón 2008), but rejecting them 
outright is not a viable position in science, where any hypothesis is preferable 
over none at all. Hypotheses can be falsified; nil hypotheses are untestable.

The following developmental trends can be extracted from the diachrony of 
grammar (Heine and Kuteva 2007; Givón 2008):

words > morphemes,•
concrete > abstract,•
concatenations (parataxis) > subordination (syntaxis),•
syntactic complexity > morphological complexity.•
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The following developmental trends can be extracted from fi rst-language on-
togeny of grammar (Givón 2008):

lexicon before grammar,•
one-word clauses (nouns) before multi-word clauses (nouns and •
verbs),
mono-propositional before multi-propositional coherence,•
pre-grammar (pidgin) before grammar,•
concatenation (parataxis) before subordination (syntaxis).•

The following developmental trends can be extracted from second-language 
acquisition and pidginization (Givón 2008):

lexicon before grammar,•
pre-grammar (• pidgin) before grammar,
concatenation (parataxis) before subordination (syntaxis).•

Whether a putative resemblance between language diachrony/ontogeny and 
language evolution are merely analogical is debatable; evolutionary biology 
certainly has not closed the door on the relevance of both adaptive lifetime 
behavior and ontogeny to phylogeny (Gould 1977; Fernald and White 2000).

Grammar as an Adaptive Function

Representation vs. Communication

The greatest misunderstanding about the function of grammar, long licensed 
by formal linguists and adopted uncritically by others, is that grammar is a 
set of strict rules that governs the combination of words and morphemes into 
propositions (clauses), or, at best, that grammar codes primarily event structure 
(propositional semantics). The following quotation is in this respect typical:

Reading or hearing a sentence such as The little old man knocked out the gi-
ant wrestler demonstrates the crucial role of syntax in normal language under-
standing. Identifying who did what to whom enables humans to understand the 
unlikely scenario that is described here. Thus, syntactic information helps us 
combine words we hear or read in a particular way such that we can extract the 
meaning of sentences (Kaan and Swaab 2002, p. 350; boldface added).

This misunderstanding about grammar’s adaptive niche in human communica-
tion is natural, given two entrenched habits of formal linguistics: (a) a meth-
odology that inspects isolated clauses (“propositions”) apart from their natural 
communicative context; and (b) a theoretical perspective that emphasizes event 
frames (“argument structure”) at the expense of communicative intent. The
most cogent articulation of these habits may be found in Chomsky’s Aspects
(1965a), where chapter 1 licenses the methodology of de-contextualized iso-
lated clauses (“competence”). Chapter 2 then concedes simple clauses (“deep 
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structures”; event frames) a coherent adaptive-functional correlate—proposi-
tional semantics. This, again, is natural, given that the simple clause (main, 
declarative, affirmative, active) is the most frequent clause type in natural com-
munication, the most semantically transparent, and cognitively the easiest to 
process (Givón 1995, chap. 2). Chapter 3 goes on to discount the adaptive 
function of complex (“transformed) clauses as “stylistics.” As it turns out, it is 
in the study of this much larger set of syntactic structures (6b–m), and of their 
use in natural communication, that one finds the best clues to the communica-
tive function of grammar.

Pre-grammar

The adaptive function of grammar comes into sharp relief when one notes that 
humans can, in some developmental, social, or neurological contexts, com-
municate without grammar. In such contexts, we use a well-coded lexicon to-
gether with some rudimentary combinatorial rules; that is, we use pre-gram-
matical pidgin (Bloom 1973; Bowerman 1973; Scollon 1976; Bickerton 1981; 
Schumann 1978; Andersen 1979; Givón 1979, 1990, 2008).

Pre-grammatical pidgin speakers seem to deploy readily the cognitive rep-
resentation systems of human language:

• Lexical semantics
Propositional• semantics
Multi-propositional coherent discourse.•

They also seem to have acquired some use, however rudimentary, of the lexi-
cal phonology of their target language. Where they seem to be deficient in their 
target language is in the more abstract, more complex and phylogenetically 
younger communicative code of human language: grammar. That is, they lack 
grammatical morphology and well-marked syntactic constructions.

To illustrate coherent, multi-propositional second-language pidgin dis-
course, consider the following narrative from a Japanese–English Hawaiian 
Pidgin speaker (Bickerton and Odo 1976):

(9) Japanese–English pidgin: [F 59 yrs. old; 40-year resident of Hawaii; telling her 
life story; husband present]
(a) …me born three three month, then Japan go home, see?
(b) and then, ey, Japan go school see?
(c) me all together Japan go school ten year…ten years-no, uchi [“we”]…
(d) me two year old Japanese school go, you know?
(e) and then Hawaii come…nowadays me…ah, not across, so see?
(f) yeah, and then my fa-…my husband ho, ah, marry,
(g) ah nineteen thirty-six, August thirty, little more whole forty year…
(h) Papa, what’s come talk to me, now, now, you by me, by…
(i) how many place no more light place go?
(j) Kauai Lia go, but Honolulu man Lilia, she don’t know, no?…



The Adaptive Approach to Grammar 99

(k) yeah, anyway Kanturi go, see? Kanturi go, Hilo go…
(l) before over here plantation sugar-mill get,
(m) old-town, now only make-[“dead”] man place, yeah,
(n) only one man, Hawaiian man hapai [“carry”] he stay over there,
(o) now make-[“dead”] man place…

Early childhood communication, between the one-word (Bloom 1973) and 
two-word (Bowerman 1973) stages (ca. 1–2 yrs), is another instance of pre-
grammatical pidgin. As an illustration, consider a conversation between Naomi 
(age 2;2) and her mother (CHILDES transcripts, MacWhinney and Snow 1985; 
Givón 2008):

(10) [Context: discussing objects in the immediate environment]
Naomi: Baby ball.
Mother: Baby has a ball.
Naomi: Got [???].Got [???].
Mother: What?
Naomi: Got shoe.
Mother: Got show, yeah. Yes. The baby has a dress on.
Naomi: Jacket on.
Mother: And a jacket on, right.
Naomi: Shoes on.
Mother: Yes, Daddy has shoes on.
Naomi: Knee.
Mother: Yeah. Daddy has knees. Where is the baby’s elbow?
Naomi: Elbow.
Mother: Do you know where the elbow is?
Naomi: Elbow [pointing to Daddy’s head].
Mother: No, that’s Daddy’s head.

Lastly, the communication of Broca’s aphasia patients is also a recognizable in-
stance of pre-grammatical pidgin, as the following narrative illustrates (Menn 
and Obler 1990, p. 165):

(11) …I had stroke…blood pressure…low pressure…period…Ah…pass out…
Uh…Rosa and I, and…friends…of mine…uh…uh…shore…uh drink, talk, 
pass out…
…Hahnemann Hospital…uh, uh I…uh uh wife, Rosa…uh…take…uh…
love…ladies…uh Ocean uh Hospital and transfer Hahnemann Hospital 
ambulance…uh…half’n hour…uh…uh it’s…uh…motion, motion…uh…
bad…patient…I uh…flat on the back…um…it’s…uh…shaved, shaved…
nurse, shaved me…uh…shaved me, nurse…[sigh]…wheel chair…uh...

The structural and functional differences between pre-grammatical pidgin and 
grammatical communication may be summarized as follows (Givón 1989):
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(12) Properties Grammatical Pre-grammatical

Structural:
(a) Morphology: abundant absent
(b) Constructions: complex, embedded, 

hierarchic
simple, conjoined, 
nonhierarchic

(c) Word order: grammatical (S/O) pragmatic
(topic/comment)

(d) Pauses: fewer, shorter copious, longer
Functional:
(e) Processing speed: fast slow
(f) Mental effort: effortless laborious
(g) Error rate: lower higher
(h) Context dependence: lower higher
(i) Processing mode: automated attended
(j) Development: later earlier
(k) Consciousness: subconscious more conscious

The heavy dependency of pidgin communication on the lexicon tallies with 
the fact that the lexicon is acquired before grammar in both first- and second-
language acquisition, as well as with the fact that abstract vocabulary is the 
diachronic precursor of grammatical morphology in grammaticalization. Pre-
grammatical children, adult pidgin speakers, and agrammatic aphasics com-
prehend and produce coherent multi-propositional discourse, albeit at slower 
speeds and higher error rates than those characteristic of grammatical com-
munication. That grammar is a highly automated, subconscious, high-speed 
processing system has been suggested by Givón (1979, 1989), Blumstein 
and Milberg (1983), Neville (1995), Neville et al. (1992), Kintsch (1992), 
Pulvermüller and Shtyrov (2003), and Pulvermüller et al. (2008).

Grammar and Other Minds

Mind reading pervades language (Cheney and Seyfarth 2007, p. 244).

Earlier it was noted that the primary adaptive function of grammar was to 
code the communicative (discourse) context of the proposition/clause, rather 
than its propositional semantics (event structure). This notion of context-as-
text is, however, only a methodological heuristic. In cognition, and even more 
so in communication, context is not an objective entity, but rather a mental 
construct. What the use of grammar is sensitive to, what grammar is adapted 
to do, is to represent—systematically, in the mind of the speaker–hearer—
the constantly shifting epistemic and deontic states of the interlocutor during 
ongoing communication. In other words, grammar is an adapted code for the 
mental representation of other minds, or what is currently known as theory of 
mind (ToM).
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Communicating without a ToM is either implausible or inordinately slow,
cumbersome, and error prone. This was the implicit message of Grice’s (1975) 
paper on the pragmatics of communication. For the sake of brevity, I will give 
only two illustrative examples.3

Mental Models of Epistemic States

The first example is taken from the grammar of referential coherence (“refer-
ent tracking”), a domain that comprises a huge number of constructions and 
grammatical morphology (Givón 2005, chap. 5). Consider the following mid-
discourse narrative:

(13) (a) There was a man standing near the bar,
(b) but we ignored him and went on across the room,
(c) where another man was playing the pinball machine.
(d) We sat down and ordered a beer.
(e) The bartender took his time,
(f) I guess he was busy.
(g) So we just sat there waiting,
(h) when all of a sudden the man standing next to the bar started screaming…

In marking man, introduced for the first time in (13a), with the indefi nite ar-
ticle a, the speaker cued the hearer that he does not expect him/her to have an 
episodic memory trace of the referent. In coding the same referent with the ana-
phoric pronoun him in (13b), the speaker assumes that the referent is not only 
accessible, but is still currently activated; that is, it is still under focal atten-
tion. An additional other referent is introduced for the first time in (13c), this 
time with the indefi nite marker another. In using of the fi rst-person pronoun
we in (13d), the speaker assumes that his/her own referential identity is acces-
sible to the hearer from the immediate speech situation, available in working
memory. The bartender is introduced for the first time in (13e), but marked as 
defi nite. This is so because the prior discourse had activated bar, which then 
remained activated by the persistence of the narrated situation. Bar tender is 
an automatically activated connected node of the lexical frame bar, and thus a 
consequence of the cultural specifi city of semantic memory. In continuing with 
the anaphoric pronoun he in (13f), the speaker assumes that the referent is both 
accessible and currently activated (i.e., still under focal attention). In using the 
fi rst-person pronoun we in (13g), the speaker assumes that his own identity is 
accessible to the hearer in the speech situation, still held in working memory.

Finally, the man introduced in (13a, b), and then absent for fi ve interven-
ing clauses, is re-introduced in (13h). The use of a definite article suggests 
that the speaker assumes that this referent is still accessible in the hearer’s

3 The literature on ToM is mind boggling, multidisciplinary, and still growing, going back 
to Premack and Woodruff’s (1978) seminal contribution. For an extensive review, see 
Givón (2005).
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episodic memory, but that the hearer’s memory search is not going to be sim-
ple. Another man was mentioned in the intervening (13c) as playing the pinball 
machine. Both referents are assumed to still be accessible in episodic memory
and would thus compete for the simple defi nite description the man. To differ-
entiate between the two, a restrictive relative clause is used, matching standing
next to the bar in (19h) with the proposition a man standing near the bar in 
(13a). In using this grammatical cue, the speaker reveals his/her assumption 
that the hearer still has an episodic trace of both the referent and the proposi-
tion in (13a).

Mental Models of Deontic States

Example (13) reveals another important feature of our presumption of access 
to other minds: Our mental models of the mind of the interlocutor shift con-
stantly, from one clause to the next, during ongoing communication. As speak-
ers release more information, they constantly update what they assume that the 
hearer knows; that is, the hearer’s constantly shifting epistemic (knowledge)
states. Here we will see that speakers also possess running mental models of 
the hearer’s constantly shifting deontic (intentional) states.

The deontic (and epistemic) states which we will consider are coded by the 
cluster of grammatical subsystems that mark propositional modalities (Givón 
2005, chap. 6). The most conspicuous of these subsystems, and the easiest to 
illustrate, is the grammar of speech acts.

The study of speech acts has traditionally centered on a set of felicity condi-
tions (“use conventions”) which are associated with declarative, imperative, 
interrogative, and other speech acts. These conventions have enjoyed an illus-
trious history in post-Wittgensteinean philosophy and linguistics (Austin 1962; 
Searle 1970; Grice 1975; Levinson 2000).

As an illustration, consider the following, somewhat schematic but still 
plausible, dialogue between speakers A and B:

(14) A-i: So she got up and left.
B-i: You didn’t stop her?
A-ii: Would you?
B-ii: I don’t know. Where was she sitting?
A-iii: Why?
B-iii: Never mind, just tell me.

In the first conversational turn (14A-i), speaker A executes a declarative speech 
act, which involves, roughly, the following presuppositions about hearer B’s
current mental states (in addition to the speaker’s own mental states):

(15) (a) Speaker’s belief about hearer’s epistemic state:
Speaker believes hearer doesn’t know proposition (14A-i).•
Speaker believes hearer believes that speaker speaks with authority about •
proposition (14A-i).
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(b) Speaker’s belief about hearer’s deontic state: Speaker believes hearer is 
well-disposed toward the speaker communicating to him/her proposition 
(14A-i).

(c) Speaker’s own epistemic state: Speaker believes he/she knows in 
proposition (14A-i).

(d) Speaker’s own deontic state: Speaker intends to inform hearer of proposition 
(14A-i).

In the next turn (14B-i), B, the speaker now executes an interrogative speech 
act (yes/no question), which involves, roughly, the following presuppositions 
about hearer A’s current mental states (as well as the speaker’s own):

(16) (a) Speaker’s belief about hearer’s epistemic state:
Speaker believes hearer knows the declarative proposition underlying •
question (14B-i).
Speaker believes hearer knows speaker does not know that proposition.•

(b) Speaker’s belief about hearer’s deontic state: Speaker believes hearer is 
willing to share their knowledge of that proposition.

(c) Speaker’s own epistemic state: Speaker is not certain of the epistemic status 
of the proposition underlying (14B-i).

(d) Speaker’s own deontic state: would like hearer to share his/her knowledge.

In turn (14B-iii), lastly, speaker B executes a manipulative speech act, which 
involves, roughly, the following presuppositions about hearer A’s current men-
tal states (as well as the speaker’s own):

(17) (a) Speaker’s belief about hearer’s epistemic state: The hearer believes the 
hearer knows that the desired event (You tell me) is yet unrealized.

(b) Speaker’s belief about hearer’s deontic state:
Speaker believes hearer is capable of acting so as to bring about the •
desired event.
Speaker believes hearer is well-disposed toward acting to bring about the •
desired event.

(c) Speaker’s own epistemic state: Speaker believes the desired event (You tell 
me) is yet unrealized.

(d) Speaker’s own deontic state: Speaker would like the event (You tell me) to 
come about.

At every new conversational turn in (14), not only do the speaker’s own belief-
and-intention states change, but also his/her mental representation of the hear-
er’s belief-and-intention states. One would assume that a similar fast-paced 
adjustment also occurs in the hearer’s mental model of the speaker’s belief-
and-intention states.

Evolutionary Considerations

Whether or not one is happy with a razor-sharp Cartesian boundary between 
human and prehuman communication, one must acknowledge that the rise of 
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well-coded human communication had a profound impact on our species’ abil-
ity to extend mental framing operations beyond the bounds of prehuman cogni-
tion. Whether this extension turns out to be a matter of kind or degree is for the 
moment unclear, and perhaps even irrelevant.4

Phonology and Semantic Memory

Both communicating social animals and pre-linguistic children possess a rich 
cognitive representation system which is fundamentally not all that different
from that of human adults (Cheney and Seyfarth 2007), and yet this does not 
necessarily enable them to communicate the bulk of their cognition. Animal
and pre-linguistic child communication is hopelessly context dependent. In the 
absence of well-coded vocabulary, one must scan the speech situation constant-
ly for clues to the interlocutor’s referential intent. The less explicitly coded is 
the communication, the more it depends on the vagaries and ambiguities of the 
shared cultural and situational context. This restricts the generic cultural do-
mains that are lexicalized and communicated about to a few adaptively urgent
topics: mating, aggression, dominance, territorial defense, feeding, predator 
warnings, and social grooming. Likewise, the specifi c spatiotemporal domain 
of reference is restricted to the immediate speech situation: here-and-now, you-
and-I, this-and-that visible. The addition of the phonological code and the rise 
of the well-coded lexicon is an order-of-magnitude boon to the speed, fi delity,
and referential range of communication. It no doubt also contributes to a richer,
more explicit network of semantic categories, and thus a more effi cient access
to and activation in semantic memory.

Grammar and Episodic Memory

It is fairly clear that communicating social animals, much like pre-linguistic 
children, have some rudimentary version of ToM, however implicit, unsys-
tematic, and subconscious. As Cheney and Seyfarth (2007) note however,
evidence supports the existence of prehuman ToMs in the domain of intention 
(deontics) more than in the domain of belief (epistemics). This, again, is a mat-
ter of degree and explicitness, since deontics always implies some epistemics, 
contrasting an existing state with an intended one.5

Communicating social species grope for the state-of-mind of their conspe-
cifics haltingly, inefficiently, and often inaccurately—often to their adaptive 

4 Cross-species differences, here as elsewhere, may be a matter of degree, as conceded by Toma-
sello et al. (2005); see also de Waal (2001) and Cheney and Seyfarth (2007).

5 Premack and Woodruff (1978) suggested that the mental representation of deontics evolved 
before that of epistemics. But the intentional I’d like to eat the apple presupposes the epistemic 
states, the factual I haven’t yet eaten the apple and the irrealis I will eat the apple. In both lan-
guage diachrony and ontogeny, epistemic senses are a later development out of deontic ones 
(Diessel 2005; Givón 2008).
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pain. The rise of the grammatical code may be viewed as the second crucial 
evolutionary step of liberating communication from the tyranny of context. 
In this case, the burden involved the laborious, unsystematic, ineffi cient, and
attention-demanding guessing game of reading the intentions and beliefs of 
one’s interlocutor. What grammar does is streamline, systematize, convention-
alize, and automate our access to other minds.

As in the case of phonology, grammatical code does not leave the preexist-
ing representation system the same. Rather, grammar acts as an effi cient in-
and-out access channel to episodic memory, making for a much more effi cient 
storage and retrieval system, perhaps also enriching the hierarchic organization
of episodic information (Kintsch 1992; Ericsson and Kintsch 1995).

Early Hominid Communicative Ecology

The cultural ecology of social primates is eerily reminiscent of that of hunting-
and-gathering hominids prior to the advent of agriculture. This social adapta-
tion may be called the society of intimates. Its most salient characteristics are 
(Givón 2002, chap. 9):

Small social group size: The size of foraging hominid social groups •
ranged between 50 and 150 individuals (Dunbar 1992). Baboon societ-
ies tend toward the upper limit of the hominid range, with the group 
comprised of several female-headed matrilineal families (Cheney and 
Seyfarth 2007). Bonobos and chimpanzees have a more fl exible split-
and-merge social organization, ranging from 25 individuals in the ex-
tended matrilineal family (plus associated males) to 120 members of 
multi-family “tribes” (deWaal and Lanting 1997).
Kin-based social organization and cooperation: Primate social organi-•
zation is kin-based, and within it cooperation is organized most promi-
nently along kin-based lines, particularly in female-headed matrilineal 
families (Cheney and Seyfarth 1990, 2007).
Restricted territorial range: The widest range recorded for chimpanzees •
in the wild is ca. 20 miles foraging radius.
Genetic homogeneity: The social unit is kin-based, though provisions •
for exogamy are made, through either male or female migration.
Cultural homogeneity: Social differentiation within the group follows •
primarily gender and age lines, augmented by personal charisma and 
foraging and social skills. Cultural and foraging skills are distributed 
relatively evenly across the group, with relatively low occupational 
specialization.
Flat, nonhierarchic social organization: While leadership of the female-•
headed families is rigid and determined by seniority, larger-group lead-
ership is neither hereditary nor permanent, but depends on character,
dominance, and physical and social skills.
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These features of primate cultural ecology inevitably predict the last character-
istic—the one most directly relevant to the evolution of communication:

Informational stability and homogeneity: Taken together, the territorial •
stability, genetic homogeneity, cultural homogeneity, and great cultural 
stability of prehuman primate societies indicate that this is the most 
important parameter of prehuman and early hominid communicative 
ecology. When all members of the social group know each other in-
timately, when the terrain is stable and well known to everybody, and 
when the culture is time-stable and cultural diversity is minimal, then 
the bulk of relevant generic knowledge (i.e., the conceptual semantic 
map of the physical, social and mental universe) is equally shared by 
all group members and requires no elaboration. In the intimate social 
unit, day-to-day specific episodic information is also largely shared, by 
virtue of the shared here-and-now situation. The communication sys-
tem that springs out of such social ecology is indeed predictable: (a) 
there is minimal explicit coding and (b) most information is inferred 
from the context.

Human Communicative Ecology

The transformation between prehuman and human communicative ecology is 
striking and involves three core features.

Rise of Displaced Spatiotemporal Reference

Both early childhood and prehuman communication are heavily weighted to-
ward here-and-now, you-and-I, and this-or-that referents which are perceptual-
ly accessible in the immediate speech situation. When all referents are equally 
accessible to all participants in the shared speech situation, the lexical coding 
of the type of referent is superfluous. Mere pointing (deixis)—orientating the 
interlocutor to achieve joint attention—will suffi ce.

Mature human communication is, in contrast, heavily tilted toward spa-
tiotemporally displaced referents, be they individuals, objects, states, or events. 
This is refl ected first in the lopsided use frequencies of displaced reference. It 
is also reflected, in turn, in the fact that much of our grammatical machinery 
is dedicated to communicating about displaced referents, states, and events 
(Givón 2001).

Referents in the shared immediate speech situation are mentally represent-
ed in the working memory/ attention system. Such representation shifts—with 
motion and attention—from one moment to the next and is thus temporally 
unstable. In contrast, displaced referents are more likely to be represented in 
episodic memory, either as memories of past experience or future projections, 
plans, or imaginations. Compared to working memory, episodic memory is 
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a much more stable mental representation, and this temporal stability may 
have contributed to the objectivization of verbally coded referents, including 
mental predicates.

The rise of the human phonological–lexical code may now be understood as 
an adaptation designed to accommodate the shift to displaced reference in hu-
man communication. When the adaptively relevant topics of communication 
became, increasingly, the spatially displaced past experiences or future plans 
of some individual rather than of everybody present on the scene, deixis, or 
pointing, ceased to be a viable tool of referent identifi cation.

From Manipulative to Informative Speech Acts

Spontaneous prehuman communication is confi ned almost exclusively to ma-
nipulative speech acts (Tomasello and Call 1997; Savage-Rumbaugh et al. 
1993; Pepperberg 1999; Cheney and Seyfarth 2007), a tendency also observed 
in early childhood communication (Carter 1974; Bates et al. 1975; Givón 
2008). In striking contrast, mature human discourse is tilted heavily, at the use-
frequency level, toward declarative speech acts (Givón 1995, chap. 2), and the 
bulk of the grammatical machinery of human language is invested in coding 
declarative speech acts (Givón 2001).

The emergence of declarative speech acts may have enhanced the liberation 
of epistemic mental predicates from their erstwhile subordination to deontic 
predicates. In turn, the separate and more explicit representation of epistemic 
mental states (e.g., think, know, see) may have contributed to a heightened 
consciousness of mental framing operators, first those referring to one’s own 
mental states and then, by extension, those referring to the mental states of 
others.

The emergence of declarative communication also points toward the in-
creasing adaptive relevance of displaced reference. Manipulative speech acts 
are confined to here-and-now, you-and-I—the immediate speech situation; that 
is, primarily to what is represented in working memory and current focal atten-
tion. Declarative and interrogative speech acts, on the other hand, are utterly 
superfluous when the referents are equally available to both interlocutors here 
and now. Why bother to tell the other guy if he already knows what you know? 
Why bother to ask them if you already know what they know?

It is the emergence of displaced reference as the more prevalent topic of 
communication that endows declarative (and interrogatives) speech acts with 
their adaptive motivation: They are designed to carry the load of reporting 
(and querying) about inaccessible referents and past or future events that are 
not available to all interlocutors. Displaced reference creates an informational
imbalance in the erstwhile intimate social unit, and declarative/interrogative 
speech acts are the adaptive response to such an imbalance.
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From Mono-propositional to Multi-propositional Discourse

Both early childhood and primate communication are overwhelmingly mono-
propositional (Tomasello and Call 1997; Savage-Rumbaugh et al. 1993; 
Cheney and Seyfarth 2007; Bloom 1973; Givón 2008). In contrast, mature 
human communication is, at the use-frequency level, overwhelmingly multi-
propositional. This is also reflected in the fact that the bulk of the machinery 
of grammar is invested in coding multi-propositional, cross-clausal coherence 
(Givón 2001).

As noted above, grammar primarily codes the mental representation of the 
interlocutor’s putative ever-shifting epistemic and deontic states during com-
munication. The high automaticity of grammar may mean, among other things, 
that the evolution of grammatical communication was motivated, at least in 
part, by the strong adaptive pressure of having to deal with a high frequency 
of perspective shifting (MacWhinney 2002); perhaps an order-of-magnitude
higher than what prehuman social species encountered.

One may view the rise of multi-propositional discourse as the next step in 
the rise of declarative communication. As the volume of adaptively relevant 
information about displaced reference became greater, the faster, more stream-
lined processing of such voluminous information became more adaptively 
pressing, especially in terms of the constant perspective shifting involved in 
the processing of larger stretches of coherent discourse. The rise of grammar 
may thus be viewed as an adaptive response to the need to process this explo-
sion of declarative multi-propositional information.

Neurology and Grammar

Overview

The Geschwind (1970) model divided the load for language processing in the 
cortical left hemisphere between two main loci: Broca’s area in the IFG was 
said to be responsible for grammar. Wernicke’s area in the posterior superior 
temporal gyrus (STG), or thereabout, was said to be responsible for meaning. 
The two areas were presumed to connect through a dense cross-cortical chan-
nel, the arcuate fasciculus.

The two-module view of language processing in the brain has been large-
ly superceded and refined by the immense amount of work conducted after 
the pioneering lesion-based insights of Broca and Wernicke. The accumula-
tion of new studies has taken advantage of an array of brain-imaging tech-
niques, which allow much finer spatial (PET, fMRI) and temporal (ERP) reso-
lution of brain loci and their specific processing activity. In this connection, 
Bookheimer observed:
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It is apparent that large-module theories are clearly incorrect; rather, the lan-
guage system [in the brain] is organized into a large number of relatively small 
but tightly clustered and interconnected modules [each] with unique contribution 
to language processing. There is increasing evidence that language regions in 
the brain—even classic Broca’s area—are not specific to language, but rather in-
volve more reductionist processes that give to language as well as nonlinguistic 
functions (Bookheimer 2002, p. 153).

Similar conclusions, more specifically addressing the representation and pro-
cessing of syntax, have been voiced by Kaan (this volume, p. 132). Both the 
frontal and temporal sites, as well as the connecting channels, turn out to have 
many anatomically and functionally distinct subcomponents. Those sites, in 
both the prefrontal (old Broca’s) and temporal (old Wernicke’s) areas, ap-
pear to be joined into a number of distributive networks or circuits, each with 
its own pattern of spatial connectivity and temporal activation. Below I will 
survey some of the relevant literature pertaining to the distribution of these 
function-specific networks related to grammar, and when possible the pattern 
of their interactions.

Linguistic Representation Systems

Lexical Semantics and Words

Earlier work by Petersen et al. (1988) and Raichle et al. (1994), using PET
scans, probed the localization of word-meaning representation, implicating one
inferior prefrontal site and one medial temporal site. Subsequent ERP imaging 
studies (Posner and Pavese 1998) suggested that these sites were functionally 
and temporally distinct. The prefrontal site was activated by purely lexical 
tasks, and its activation peaked at ca. 200 ms, the well-known time range for 
the resolution of both word meaning (Swinney 1979) and visual object mean-
ing (Treisman and DeSchepper 1996; Barker and Givón 2002). The medial 
temporal site was activated by noun–verb combinatorial tasks, and peaked at 
ca. 800 ms. This is within the time range of the resolution of clausal-proposi-
tional meaning (Swinney 1979) and visual event meaning (Barker and Givón 
2002).

A finer yet spatial resolution of the core lexical network was reported by 
Badre and Wagner (2007), identifying the ventrolateral prefrontal cortex 
(VLPFC; pars orbitalis; BA 47/12) as the prefrontal lexical representation lo-
cus. Additional brain areas were, however, implicated in more specifi c pro-
cessing tasks related to lexical semantic representation.

The work of Badre and Wagner (2007) suggests that lexical semantic rep-
resentation-cum-processing implicates a network of brain submodules. In her 
general review of the localization of lexical semantics in the brain, Bookheimer 
(2002) suggests just that, implicating (a) the left VLPFC site (pars orbitalis; BA
47/12); (b) a left temporal site responsible for object and concept categorization, 
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perhaps the posterior STG or MTG; and (c) right hemisphere sites responsible 
for the comprehension of contextual and figurative meaning (pragmatics). The
frontal temporal connection for lexical semantic processing is now said to go 
via the extreme capsule (Schmahmann et al. 2007). In addition, various lexi-
cally related phonological functions, including visual, auditory and articulatory 
coding, also seem to implicate some left inferior prefrontal (IFG) sites (Fietz 
1997; Price et al. 1997). Support for this distributive view of lexical semantics 
comes from work by Caramazza (2000), Pulvermüller (2003), and Hauk et 
al. (2004). The combined thrust of this research is that concrete, sensorimo-
tor, or affective-visceral words prompt the activation of relevant peripheral 
sensorimotor or visceral-affective regions, endowing meaning with its “wet” 
experiential contents.

Given such a wide distribution of sites, Bookheimer (2002) posed the cru-
cial question about the overall brain organization of lexical semantics: Is there a 
controlling core component? Both her question and answer are worth noting:

Assuming that different aspects of sensory, conceptual and associative semantic 
information have separate and diffuse organization in the brain, how do we then 
integrate such knowledge in the service of language? Martin and Chao (2001) 
argue that a good candidate model for this integration could be observed by the 
left anterior IFG [BA 47/12] as discussed in detail above. This region is likely 
involved in the executive control of semantic information processing, including 
retrieving, integrating, comparing, and possibly selecting the diverse pieces of 
semantic information in the brain (Bookheimer 2002, p. 174).

The representation of lexical semantic meaning thus seems to be a network 
of nodes and connections, within which lexical items are specific clusters of 
coactivated nodes (Spitzer 1999; Givón 2005, chap. 3). For each word, coacti-
vated peripheral nodes endow it with category-specific senses (Martin et al. 
1996). But a more abstract, central core network, possibly in the left anterior 
IFG (BA 47/12; Martin and Chao 2001), is responsible for integrating concepts 
and relating them to other concepts in the global network.

Propositional Semantics and Simple Clauses

The left temporal site identified by Posner and Pavese (1998) was activated 
by noun–verb combinatorial tasks. One may thus identify it with clause-lev-
el event representation. The peak activation time (ca. 800 ms from stimulus 
presentation) is consonant with the clause-processing time frame of Swinney 
(1979) and the visual-event processing time frame (Barker and Givón 2002). 
This activation contrasts with that of the left inferior prefrontal semantic site 
(at ca. 200 ms). 

Recent work has clarified the locations of these centers more precisely 
(Badre and Wagner 2007; Friederici and Frisch 2000; Friederici et al. 2006a, b; 
Grodzinsky and Friederici 2006; Bahlmann et al. 2008; Friederici, this volume). 
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By combining ERP and fMRI imaging, Friederici and her colleagues identifi ed 
two combinatorial syntactic prefrontal-to-temporal circuits. The fi rst, relevant
to combinatorial/propositional semantics, connects the frontal operculum 
(fOP; posterior VLPFC; pars opercularis; BA 44) with an anterior STG site. 
The connecting venue here is the fasciculus uncinatus. This “simple” (“local,” 
“phrase structure”) circuit is responsible for processing clause-level combina-
torial clusters. It is distinguished, both spatially and temporally, from another 
prefrontal temporal circuit, the “complex” (“global”) one, which is responsible 
for processing complex clauses and/or longer-distance dependencies.

The simple/local circuit of Friederici et al. may correspond to Posner 
and colleagues’ combinatorial temporal lobe site, although the peak activa-
tion times do not quite match.6 It also corresponds, at least conceptually, to 
Bickerton’s (2008) clause-level Merge operation.7 It probably also corre-
sponds to Pulvermüller and associates’ serial-order module (Pulvermüller 
2002; Pulvermüller and Assadollahi 2007); as well as to Hagoort’s (this vol-
ume) unifi cation function.

One may suggest, lastly, that the simple/local frontal temporal circuit 
(Friederici, this volume) may have a prehuman precursor, given the rhesus 
macaque work of Perret et al. (1989). Using single-cell recordings, Perret and 
his colleagues found that a site in the anterior superior temporal sulcus (STS), 
the lower part of the STG, is activated by pictures of a hand-held object being 
moved to the monkey’s mouth—in essence a complex three-argument event/
verb. Friederici (this volume) notes that the simple/local combinatorial circuit 
matures earlier in children, has a clear homologue in prehuman primates, and 
is older, phylogenetically, than the complex/global circuit (see below).

Complex Clauses and Long-distance Dependencies

Earlier work implicated Broca’s area (BA 44/45) in grammar as a single mega-
module (Geschwind 1970; Neville et al. 1992; Neville 1995), as well as in 
processing sequential-hierarchic structures (Greenfield 1991). More recently,
Friederici and her colleagues have identifi ed a second syntax-related prefron-
tal-to-temporal circuit, implicated in processing complex clauses or longer-

6 Posner and associates suggested peak activation for the combinatorial temporal site at ca. 800 
ms, in the clause-processing time range identified by Swinney (1979). Friederici et al. suggest 
a much earlier activation for their simple/local circuit (early left anterior negativity, ELAN, 
at ca. 150 ms), as opposed to a later activation for the complex circuit (late centro-parietal 
positivity, ca. 600 ms; P600). The latter timing for complex syntax corresponds to Posner and 
Pavese’s (1998) timing range for the combinatorial task, presumably the clause-level simple 
circuit (BA 44 to anterior STG). The timing data of Posner et al. is consonant with Swinney’s
(1979) clause activation timing.

7 Bickerton (2008) suggests no neurological identification of his Merge operation, but contends 
that the same operation accounts for both local (clause-level phrase structure) and global (com-
plex clause) processing. The work of Friederici et al., if I am not misjudging, pretty much 
scuttles this parsimony-driven suggestion.
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distance dependencies (Friederici and Frisch 2000; Friederici et al. 2006a, b; 
Grodzinsky and Friederici 2006; Bahlmann et al. 2008; Friederici, this vol-
ume). This circuit connects Broca’s area proper (BA 45a/45b; mid-VLPFC; 
pars triangularis) with a site in the posterior STG. The connecting venue here 
is the fasciculus longitudinalis superior (FLS).

Other studies purport to further differentiate sites responsible for specifi c 
aspects of syntactic processing. Thus, for example, Ben-Shachar et al. (2003) 
report that a site in Broca’s region (BA 45) responds selectively to “trans-
formed” (as opposed to simple) clauses. In another study, Ben-Shachar et al. 
(2004) identified a prefrontal-to-parietal circuit responsible for processing 
“movement” transformations; that is, constructions such as wh-questions,
cleft, dative shift, and object-relative clauses where the surface order differs
from the canonical order of simple clauses. The implicated brain sites here are 
the left IFG and a bilateral activation in the posterior STS. This circuit is not 
clearly distinguishable from Friederici’s (this volume) complex/global circuit. 
Finally, Bornkessel et al. (2005) have reported different circuits for word order,
morphology, and verb-frame semantics.

Bookheimer (2002), Kaan (this volume), and Hagoort (this volume) caution 
against ascribing dedicated linguistic functions to brain modules that may be 
general and not language-dedicated, and that still perform older pre-linguistic 
tasks. Such modules partake in (i.e., are co-opted by) various language-pro-
cessing circuits. Therefore, it is not yet clear that the work on various syntax-
specific brain sites and circuits has identified those sites as being solely dedi-
cated to language, rather than shared by both linguistic and pre-linguistic tasks. 
The task-sharing view of such modules is consonant with the idea that complex 
syntax is probably the last evolutionary addition to language processing. As
such, the brain sites that process complex syntax have the highest probability 
of not yet being dedicated exclusively to grammar or language.

Unresolved Issues

Grammar as a Distributed Network

The three neural microcircuits identified above—lexical, clausal, and complex 
clausal—are but a small part of the neural mechanism that partakes in gram-
matical language processing. With many other circuits, they form a higher-
level distributive network. The most likely members of this macro-network 
are (a) working memory (modality-specific and executive; Gathercole and 
Baddeley 1993; Ericsson and Kintsch 1995; Fernández-Duque 2009); (b) epi-
sodic memory (Gernsbacher 1990; Kintsch 1994; Ericsson and Kintsch 1995); 
(c) attention (implicit and executive; Schneider and Chein 2003; Givón 2005); 
(d) the cerebellum as temporal coordinator (Agyropoulos 2008); and no doubt 
others. This hierarchic distributive network organization is characteristic of 
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higher cognitive functions (Mesulam 2000; Schneider and Chein 2003; Posner 
and Fan 2008; Dehaene and Cohen 2007).

Morphology

Classical Broca’s aphasia communication shows impaired use of both gram-
matical morphology and syntactic constructions. The same coupling of these 
two components of grammar is seen in early childhood pidgin (Givón 2008) 
and in adult second-language pidgin (Givón 2008). What is more, the dia-
chronic rise of morphology and syntactic constructions are two aspects of 
the very same process (Givón 1971, 1979). All these considerations suggest 
a single locus—or distributive network—for processing morphology and 
syntactic constructions.

On the other hand, grammatical morphology invariably arises from the re-
analysis—both functional and structural—of lexical words, and this morpho-
genesis takes place during ongoing communicative behavior. The neurological 
site that codes and/or processes grammatical morphology may thus be, at least 
in principle, distinct from the site(s) that process hierarchic syntax, both simple 
and complex. This is especially intriguing given the adjacency of the lexical 
semantic site (BA 47/12) and the complex syntactic sites (BA 45) in  Broca’s
area. Is there a submodule for grammatical morphology at the upper fringe of 
BA 47/12? Or at the lower fringe of BA 45? Or spanning the borderline of both 
in a connected circuit?8

A suggestion that grammatical morphology may have its own neurocogni-
tive niche comes from the facts of grammaticalization. During morphogen-
esis, the lexical precursors of grammatical morphemes are de-semanticized,
gaining more abstract meanings. That is, they cease to partake in the lexical 
semantic network of nodes and connections, and lose the typical lexical ca-
pacity for semantic priming and spreading activation. This militates against 
an unmodified representation of grammatical morphology within the lexical 
network (BA 47/12).

An added complication, partly methodological, arises from the fact that 
grammatical morphology—both nominal (articles, demonstratives, pronouns, 
adpositions/case markers, plural markers) and verbal (tense-aspect-modal 
markers, pronouns, transitivity markers, speech act markers) —appears copi-
ously in simple clauses. The stimuli used in most of the investigation of the 
neurology of syntactic constructions seldom compare the presence vs. absence 
of grammatical morphology. A study by Bornkessel et al. (2005) has attempt-
ed to address this issue, reporting differential brain activation for word order 

8 There is a neurological precedent for interactive cross-modal sites located between two mo-
dality-specific sites. In the optic tectum (superior culliculus) of the barn owl, a cross-modal 
representation area is located between two modality-specific areas: the visual and auditory 
sites. In the first 90 days of the neonate owl’s life, the visual system trains the auditory system 
in 3D spatial representation (Takahashi 1989).
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(object fronting) and morphology (case marking) in German: an IFG site (BA
44) for word order, and a posterior STG site for case marking. However, both 
sites partake in the two syntactic circuit reported by Friederici (this volume). 
It is thus not clear whether the temporal site is specific to morphology. In addi-
tion, the experiment did not address the much richer, more complex and cross-
language component of morphology; namely, verbal morphology.9

Conjoined vs. Embedded Clauses

Experimental studies by Just et al. (1996), Booth et al. (2000), and Caplan 
et al. (2006) compared stimuli of two conjoined clauses vs. a complex two-
clause construction—all outside their natural communicative context. The
more specific studies by Friederici and her colleagues compared simple 
clauses with complex/embedded clauses, again outside their natural commu-
nicative context. However, as noted above, in both diachrony and ontogeny,
complex-embedded syntactic constructions arise from paratactic—chained/
conjoined—precursors. Such paratactic precursors to either relative clauses or 
verb complements perform the very same communicative functions as their 
embedded counterparts. That is, in Friederici’s terms, they exhibit the same 
long-distance (global) dependencies.

In both diachrony and ontogeny, the rise of complexity progresses from 
one-word clauses to simple chained clauses (parataxis) to complex-em-
bedded clauses (syntaxis). It would thus be of great interest to investigate a 
bit more carefully the neurocognitive status of the intermediate step in the 
rise of syntactic complexity: clausal conjunction or chaining. However, this 
can only be done using language stimuli that take into account the natural 
communicative context.

Representation of Other Minds

The facts of grammar use during communication strongly suggest that it is a 
streamlined, high-speed processor of the presumed, rapidly shifting deontic 
and epistemic mental states of the interlocutor during ongoing communication. 
The neurological location of this capacity, and its relation to other aspects of 
ToM, remains to be explored by experimental neurolinguistics.

9 In most language families, but most conspicuously in Iroquois, Algonquian, Athabaskan,
Southern Arawak, Uralic, Bodic (Tibetan), Turkic, Nilotic, Semitic or Bantu, verbal morphol-
ogy is rich and complex, signaling multiple communicative functions. In such languages, the 
processing load is tipped heavily from constructional syntax to morphology. Even elsewhere, 
most syntactic constructions find their morphological coding primarily on the verb. What is 
more, in connected natural discourse in all languages, subject and object NPs tend to be ana-
phoric, thus either zero-marked or coded as pronominal affixes on the verb. To assess more 
realistically the processing role and brain localization of morphology, cognitive neurologists 
must design stimuli that take account of these facts.
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Module Sharing, Circuit Sharing, and Evolution

In a recent thought-provoking article, Dehaene and Cohen (2007) discuss brain 
circuits, or cortical maps in their terminology, that are shared between recently 
acquired cultural-symbolic functions, such as reading and arithmetic, and older 
precursor functions in the primate brain. The recency of these cultural symbol-
ic pursuits virtually guarantees that they have not yet acquired any specifi cally 
evolved dedicated brain modules. Rather, the brain circuits that process them 
are assembled during development and learning from available, functionally 
amenable precursors. Dehaene and Cohen (2007) suggest that module sharing
of this type may involve all levels of brain hierarchic organizations: micro-
maps (millimeter-size columns), meso-maps (centimeter-size circuits), and 
macro-maps (larger-size networks). There are two questions I would like to 
raise about this proposal, which may turn out to be applicable to the evolution 
of language-related neurology.

First, reading and arithmetic are recent cultural innovations with no evolved, 
dedicated brain-processing mechanism. The opportunistic recruitments, during 
development and learning, and subsequent sharing of modules that evolved 
for other functions, are thus plausible at all hierarchic levels of brain organi-
zation, micro to macro. Syntax, on the other hand, is a much older function, 
within the time range of, perhaps, 50,000–500,000 years or more. Some evo-
lutionary changes specific to syntax, however subtle, may have already had 
time to occur, at least at the higher levels of distributive networks organiza-
tion. One could thus raise the possibility that while lower-level micro-modules 
(e.g., the prefrontal BA 47, BA 45, BA 44, or the temporal and parietal sites) 
may still perform both their pre-linguistic and linguistic/syntactic functions, 
the more global circuits and networks (i.e., those that group together multiple 
low-level modules in specific spatiotemporal interaction patterns) may have 
already become dedicated to syntax, and thus in some sense have an evolved 
neural basis.

Second, if modules are shared between distributive networks (circuits, 
macro-maps) that perform different functions, what are the control mechanisms 
that instruct a module, or a whole circuit, to perform one function rather than 
another? Is there a default mechanism that instructs the module to partake in its 
old pre-linguistic circuit rather than its new linguistic/syntactic circuit, absent 
counter-default switching instructions? Is attention involved in the control of 
switching a module from one functional circuit to another (Mike Posner, pers. 
comm.)? Or could the context by itself—say, motor activity vs. visual memory 
vs. communication—trigger the automatic switching of a module from one 
circuit to another?

I have no concrete answer to these questions, which apply to many other 
brain networks that support the processing of complex functions. However,
they must be addressed eventually, if we are to develop a more comprehensive 
evolutionary model of the neurology of grammar.
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Fundamental Syntactic 
Phenomena and Their Putative 

Relation to the Brain
Edith Kaan

Abstract

One fundamental question related to the biological foundation of syntax and its origin 
is to what extent syntax is “hardwired”; that is, to what extent specific neural areas 
or operations are dedicated to syntax. The increasing availability of human electro-
physiology and brain imaging techniques has allowed researchers to assess these issues. 
Electrophysiological studies investigating various syntactic phenomena typically yield 
a P600 component for syntactically difficult continuations of a sentence. The P600 
component may be preceded by a left anterior negativity (LAN) response in case of 
local violations. These responses are elicited regardless of the specific syntactic phe-
nomenon tested. Similarly, studies investigating changes in cerebral blood fl ow report
a network of areas active for syntactic processing, which does not vary systematically 
with syntactic distinctions. Furthermore, responses obtained in both electrophysiologi-
cal and brain imaging studies are not unique to syntax. This suggests that syntax is 
not hardwired in the sense that there is a one-to-one correspondence between syntac-
tic phenomena and brain areas. Instead, a network of areas and processes is involved, 
which are largely shared with other cognitive functions. This is compatible with the 
idea that syntax evolved from existing cognitive functions. The lack of detail obtained 
in cognitive neuroscience experiments may be partly due to the limited sensitivity of 
the techniques and analysis methods available, but also results from the lack of detailed 
processing models of syntactic phenomena, their interrelation with other cognitive pro-
cesses, and how these processes can be instantiated in the brain.

Introduction

One fundamental question related to the biological foundation and origin of 
syntax is to what extent syntax is “hardwired,” or to what extent specifi c neu-
ral areas or neural operations are dedicated to syntax. One way to assess this 
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question is by investigating what cognitive operations and which brain areas 
are involved in syntactic processing, and to what extent these are unique to 
syntactic processing. Until about three decades ago, the only way to inves-
tigate language in the brain was by studying patients with brain lesions. On 
the basis of selective impairment of specific aspects of language, and by map-
ping the corresponding lesion sites, models were constructed of where in the 
brain certain aspects of language processing take place (Geschwind 1979). The
drawback of this approach, however, is that it is based on brain damage. The
findings, therefore, do not necessarily generalize to normal brains. In addition, 
lesions often cover large areas, making it difficult to pinpoint which area is 
responsible for what type of language processing. Furthermore, with some ex-
ceptions, these models are rather coarse and often do not distinguish between 
various aspects of syntax. With the advent of techniques such as functional 
magnetic resonance imaging ( fMRI) and event-related potentials ( ERPs), re-
searchers have been able to investigate detailed aspects of syntactic processing 
in healthy brains. In this chapter, I introduce these techniques and the method-
ological issues involved. I discuss results from studies that investigate various 
syntactic phenomena and what these may tell us about the putative relation 
between syntactic phenomena and the brain.

Methods for Studying Syntax in the Brain

Currently, various techniques are available to study brain activation in healthy 
volunteers. These techniques are either based on differences in electrical activ-
ity or magnetic fields in the brain (electrophysiology and magnetoencephalog-
raphy, respectively), or differences in blood flow. The latter are hemodynamic 
techniques and include fMRI, positron emission tomography ( PET), and opti-
cal imaging. Alternatively, transcranial magnetic stimulation ( TMS) enables 
the researcher to temporarily “lesion” cortical areas in healthy participants and 
to study the effect of this disruption on performance. I will restrict the discus-
sion below to techniques that are currently used most often in language pro-
cessing research, namely fMRI, PET, and ERPs. For more details on these and 
other neuroimaging techniques, see Gulyás (this volume).

Hemodynamic Techniques

When brain areas become more active in response to a certain stimulus or 
task, blood flow to these areas will increase. Hemodynamic techniques are 
techniques that track such changes in blood flow. The most popular technique 
of this kind is fMRI. When blood flow to a brain area increases in response to a 
certain task, the composition of the blood changes as relatively more oxygen-
ated blood versus deoxygenated blood flows into these areas. This change in 
blood composition can be traced by placing participants in a strong magnetic 
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field and quickly switching radio frequency waves on and off. This causes 
molecules to rapidly turn away from and reorient back to the magnetic fi eld. 
Energy released in this way can be recorded and processed to reconstruct an 
image of the brain. Importantly, the magnetic resonance properties of blood 
cells with oxygen differ from those without, and this enables researchers to see 
which areas show a change in blood composition and are differently active in 
response to the task in which the participant is engaged.

A somewhat older technique to study changes in blood fl ow is PET. Using 
PET, blood fl ow is traced by injecting a radioactively labeled substance (usu-
ally water) into the bloodstream and recording the gamma rays emitted. Brain 
areas where a lot of gamma rays originate are the areas that receive the most 
blood. The advantage of PET, as opposed to fMRI, is that PET scanners do not 
produce much acoustic noise. This makes it easier to investigate brain activity 
to subtle auditory distinctions. In addition, PET allows for easy investigation 
in areas around sinuses, such as the anterior temporal lobe and medial frontal 
cortex, where fMRI often does not give a clear signal due to susceptibility 
artifacts. One of the disadvantages of PET is that it is more intrusive since it 
involves inserting a radioactively labeled substance into the body, limiting the 
number of scans that can be taken of a participant. Another disadvantage is that 
it takes several minutes for an image to build up, as opposed to several seconds 
in fMRI. This implies that, when using PET, only one type of stimulus can be 
presented to research participants during the multi-minute scan time. This may 
induce changes in participants’ arousal, processing strategies, and anticipation 
of the stimuli. By contrast, fMRI allows the researcher to alternate the presen-
tation of various types of stimuli rapidly, which somewhat reduces changes in 
the way the participants process the stimuli over the course of the experiment.

The advantage of hemodynamic techniques, in general, is that one can lo-
calize the activated areas with an accuracy of a few millimeters. A disadvan-
tage of these techniques is that changes in blood flow occur rather slowly.
Typically, the increase in blood flow reaches its peak only after about 6 sec-
onds after the onset of the stimulus. Given the fact that humans can understand 
sentences at a rate of three words per second or even faster, these techniques 
do not give us insight into the fast processes involved in language processing. 
Another problem concerns the interpretation of data. Typically, a multitude of 
areas will be activated in response to the task, many of which may not neces-
sarily be involved in the process under investigation. For instance, if a brain 
area shows increased activation in a syntactic task, this does not mean that 
this area processes syntax; it may be involved, for example, in attentional pro-
cesses. In addition, an increase in activation can mean two things: excitation 
or inhibition. If an area of the brain shows increased blood flow, this does not 
necessarily mean that this area is working harder to execute the process under 
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investigation. It may show increased activation because it is inhibiting some 
other area.1

Event-related Potentials

In contrast to blood flow, electrical activity in the brain changes very quickly 
in response to a stimulus, typically within a few milliseconds. By placing elec-
trodes in the scalp, changes in the ongoing electrical activity in the brain can 
be recorded while the participant is presented with stimuli or engaged in a par-
ticular task. One way to analyze such data is to average the recorded activity 
over forty or more trials of a particular type. Averaging will enhance the brain 
signal that is time-locked to the stimulus onset (the ERP) and reduce activa-
tion that is not systematically related. The resulting ERP signal is a series of 
positive- and negative-going defl ections. When deflections are found to vary 
with a particular cognitive task or stimulus type, they are called components. 
As discussed below, several components have been found to be sensitive to 
language processing. These components reflect simultaneous (mainly postsyn-
aptic) activation of large groups of neurons (Kaan 2007).

The advantage of using ERPs for studying language processing is that pro-
cessing can be tracked continuously with a temporal accuracy of 3 millisec-
onds, or even faster. A disadvantage of this technique is that the localization of 
activity is problematic. Given a certain pattern of electrical activity recorded at 
the scalp, a potentially infinite number of solutions is available concerning the 
location and number of the neural sources that may have generated this pat-
tern. One can only estimate the source of the activation, typically by recording 
from many electrodes and restricting the solution space with data from hemo-
dynamic techniques. Also, the pattern of current flow is easily distorted by 
the various layers of tissues and fluids between the activated neurons and the 
scalp. An alternative technique is to record magnetic fields rather than electri-
cal potentials (magnetoencephalography, MEG). Because magnetic fi elds are
less susceptible to irregularities in the intervening layers, this technique is pre-
ferred by investigators interested in source estimation.

Methodological Considerations

When studying the cognitive and neural underpinnings of syntax, research par-
ticipants must be studied while they are processing syntactic constructions, 
either by producing, listening to, or reading phrases or sentences. This brings 
up a number of methodological issues. First, a sentence is not read or heard at 

1 Inhibition may be a very important aspect of cognitive functioning. For instance, according 
to Crosson et al. (2003), the right basal ganglia actively inhibit right frontal activation during 
language production, thus prohibiting interference from the right onto the left hemisphere. 
Such inhibition is therefore rather important for language processing.
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once, but unfolds over time and is necessarily processed in a piecemeal fashion 
from beginning to end. This often entails temporary ambiguity. Consider:

(1) I wonder what you bought…

The phrase what can potentially be the direct object of bought, as indicated by 
the blank in (2).

(2) I wonder what you bought ___ at the store.

However, it can also be the object of a following preposition:

(3) I wonder what you bought that gadget for ___.

To address such ambiguities, the human sentence processor has developed a 
number of strategies. These strategies are not necessarily syntactic in nature. In 
fact, psycholinguistic research has shown that parsing decisions or preferences 
are driven by factors such as frequency, plausibility, and the discourse context 
in which the sentence is uttered.

In addition, processing can be modulated by task demands. Readers will 
process syntactic aspects of a sentence differently when asked to give gram-
maticality judgments than when asked to answer comprehension questions 
about the sentence or to spot a change in font type. Moreover, in most experi-
ments on syntactic processing, sentences are presented in isolation, which may 
not reflect natural language processing where sentences are typically part of an 
ongoing discourse. The context, task used, and instructions given, as well as 
individual differences among participants, may therefore affect the kind and 
depth of processing. According to some models of sentence processing, read-
ers and listeners do not construct a full syntactic representation of the sentence, 
but use lexical information and word-order heuristics to construct a “good 
enough” representation of the sentence. Evidence for this is that healthy young 
adults sometimes do not even notice anomalies such as The cat was chased by 
the mouse (Ferreira and Patson 2007).

When trying to isolate syntactic processing, researchers must be certain 
that participants in their experiments do not bypass syntax and simply rely on 
lexical semantics and stored templates, but are actively constructing a detailed 
syntactic representation and using this syntactic representation to guide the 
interpretation of the sentence. Even if one could guarantee that participants are 
actively constructing a syntactic representation, isolating syntactic processes 
from other processes is quite challenging. To do so, one needs to compare a 
“syntactic” condition with a “control” condition. Ideally, this control condition 
is identical to the syntactic condition, except for (aspects of) syntactic process-
ing. This means that the stimuli used in the control condition need to be exactly 
equal to those in the syntactic condition in terms of the words used, their length, 
semantics, prosody, attentional load, memory load, etc.; stimuli can differ from 
the “syntactic” condition only with respect to the aspect of syntax one is in-
vestigating. Needless to say, such close minimal pairs are nearly impossible to 
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construct. Over the years, researchers have used several types of comparisons 
in attempting to isolate syntactic processes (Kaan and Swaab 2002):

comparing full sentences with lists of unrelated words,•
comparing sentences containing pseudo-words (i.e., meaningless strings •
such as grop) with normal sentences,
comparing syntactically complex sentences (e.g., with noncanonical or-•
der) with syntactically simpler sentences (canonical word order),
comparing sentences containing syntactic violations with sentences that •
are grammatically correct.

The assumption underlying all these comparisons is that the mechanisms in-
volved in syntactic processing are more engaged in the fi rst-mentioned condi-
tion than in the controls. The brain areas found active, or the differences in the 
ERP components observed, can then be said to at least partially refl ect syntactic
processes. However, none of the above comparisons is perfect. For instance, 
processing complete sentences, compared with a list of isolated words, not only 
involves syntactic operations, but also semantic operations and differences in 
prosody, working memory, and attention. Comparing syntactically incorrect 
with correct sentences does not fare much better. The assumption underlying 
the use of violations is that the mechanisms involved in syntactic process-
ing are interrupted and get additionally taxed. However, syntactic errors may 
also trigger completely different processes, including error detection, disrup-
tion of semantic processing, attempts to repair the error or resolve the confl ict 
between, for example, the semantic and syntactic representation as well as 
working memory and attentional processes. In addition, since the grammati-
cally correct control sentence has also a syntactic structure, comparison of the 
ungrammatical with the correct sentences will obscure processes involved in 
regular syntactic processing, which are shared between the two conditions. It is 
thus extremely difficult to isolate syntactic processes from other processes.

In addition to the above issues, important questions that must be considered 
are: What qualifies as syntax, and how does syntax map onto processing? Most 
syntacticians would agree that syntax includes (a) the hierarchical combination 
of elements which are stored in the lexicon and (b) the establishment of relations 
among elements that are not necessarily adjacent in the sentence (Tallerman et 
al., this volume). However, this does not tell us anything about how structures 
are built during language production and comprehension. According to some 
models of processing (Hagoort 2005 and this volume), words have their syn-
tactic projection (phrase template) stored in their lexical entry. For instance, 
a particular noun, such as cat, is stored together with a noun phrase frame, 
including a slot for a determiner and a modifier; a verb, such as devour, will 
have a verb phrase template stored with it, which includes a slot for the direct 
object, and the semantic and syntactic features that this direct object is likely 
to have. In such models of language processing, reading a phrase, such as 
the cat, hardly involves any combinatory processing, but simply associates 
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phrasal templates in the lexicon. Does this process of activating and associat-
ing stored information qualify as syntax, or is syntax only active computation? 
If so, when does such active computation occur? Without an answer to these 
questions, it is hard to know what we should look for when investigating the 
hardwiring of syntax in the brain.

Studies on Syntactic Phenomena in the Brain

Syntax and Semantics

Despite the fact that it is diffi cult to isolate syntactic from semantic and other 
processes, electrophysiological and brain imaging studies have found rather 
systematic differences in brain responses for semantic and syntactic process-
ing. One should note that the term “semantic” in the brain imaging literature 
is often taken to denote conceptual meaning and world knowledge, rather than 
sentential semantics and thematic role assignment. An example of a semantic 
violation in this sense is the last word in She spread the warm bread with socks
(Kutas and Hillyard 1980). In ERP studies, words that constitute semantic vio-
lations, as in this example, generally yield a larger N400 response compared 
with a plausible control. The N400 is a negative deflection that peaks at about 
400 ms after onset of the word. This component is typically largest over the 
middle of the scalp. In contrast, syntactic violations, such as agreement viola-
tions (see below), typically elicit a P600 response (a positive deflection for the 
violating word versus a correct control, peaking roughly around 600 ms, but 
more typically at 500–900 ms). This component is largest at posterior scalp po-
sitions. The N400 and P600 represent clearly two different brain responses that 
are distinct in time, polarity, and scalp distribution. In addition, hemodynamic 
studies often report a slight difference in the location of activation for semantic 
versus syntactic tasks, with the semantic loci being slightly more posterior/
inferior than the syntactic loci of activation (Ben Shalom and Poeppel 2008; 
Vigneau et al. 2006).

These differences in brain responses suggest that semantic and syntactic in-
formation are processed by at least partially different mechanisms in the brain. 
This, of course, does not tell us whether the processes involved in syntax are 
unique to syntax, what these processes are, or whether they are even refl ect-
ing syntactic computation rather than, for example, error detection or working
memory. To determine the relation between syntax and the brain, it may be 
more informative to examine to what extent different types of syntactic viola-
tions or syntactic processes elicit different types of brain responses. If indeed 
different brain responses are obtained for different syntactic phenomena, we 
can assume at least a coarse relation between syntactic theory and brain pro-
cesses. Below I will discuss results from studies looking at various kinds of 



124 E. Kaan 

syntactic dependencies. For a more exhaustive overview of ERP studies on 
various syntactic phenomena, see Kutas et al. (2006).

Local Dependencies

Syntactic dependencies are relations between elements in a syntactic repre-
sentation (e.g., between a subject and a verb). An important distinction is that 
between local and nonlocal syntactic relations (Tallerman et al., this volume). 
Local dependencies are relations between elements in a syntactic representa-
tion that are close to each other in the hierarchical syntactic structure. For 
example, in English, a determiner or possessor needs to be followed by a noun 
rather than a preposition, as in the example from Neville et al. (1991): 

(4) We admired John’s sketch of the landscape/John’s *of sketch the landscape.

Violations such as in (4) have been labeled phrase structure or word-order
violations, since they are a violation of the rule that determines the order of 
elements in a phrase. This type of violation typically elicits two kinds of ERP
component. The first is an (early) LAN, a negativity that is largest at left frontal 
electrode sites. This effect typically occurs between 100–200 ms for phrase 
structure violations (Friederici et al. 2002; Neville et al. 1991). The second is 
a P600, a positivity which is largest at the back of the head and peaks between 
500–900 ms. These results suggest that violations of this kind are perceived 
quickly, sometimes as fast as 100 ms, and involve at least two different pro-
cesses, reflected by the LAN and P600, respectively.

Another type of a rather local dependency is agreement, for example, be-
tween a subject and the finite verb (5) (example from Hagoort et al. 1993), 
or auxiliary and form of the lexical verb (6) (example from Osterhout 
and Nicol 1999).

(5) The spoiled child throws/*throw the toys on the fl oor.
(6) The cats won’t eat/*eating the food that Mary gives them.

One could argue that agreement violations are different from the phrase struc-
ture violations above, since the agreement operates upon an established syntac-
tic structure and/or involves morphology, whereas phrase structure violations 
occur when the phrase structure representation is built. However, the ERP re-
sponses obtained for agreement violations are very similiar to those for phrase 
structure violations: a P600 component (Hagoort et al. 1993; Osterhout and 
Nicol 1999), which is sometimes preceded by a LAN component (300–500 
ms) (Coulson et al. 1998b). Although some researchers claim that the early 
LAN found for phrase-structure violation is different from the later LAN for 
agreement violations (Friederici 2002), some studies have shown that the tim-
ing of the components depends on the position of the inflection that defi nes 
the syntactic category or agreement on the critical word (Deutsch and Bentin 
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2001; Hagoort et al. 2003; Neville et al. 1991). Brain responses are therefore 
not much different for agreement and phrase structure violations.

Studies using hemodynamic techniques have investigated local dependen-
cies by either comparing sentence or phrases with local violations versus their 
correct counterparts, or by comparing the processing of syntactically simple 
sentences with that of lists of unrelated words. Typically, activation differenc-
es are found in the left, and sometimes also right, temporal areas, in particu-
lar, the anterior temporal areas. In general, Broca’s area (left inferior frontal 
gyrus) shows more activation for local dependencies only when the stimuli 
involve violations (see overviews by Grodzinsky and Friederici 2006; Kaan 
and Swaab 2002; Stowe et al. 2005), or when the linear distance between the 
locally dependent elements (e.g., subject and verb) increases (Makuuchi et al. 
2009; Friederici, this volume). Parietal and subcortical areas have been shown 
to be involved in local dependencies as well (Moro et al. 2001; Vigneau et al. 
2006). One study comparing agreement versus word-order violations (Moro 
et al. 2001) finds largely overlapping activation for both types of violations, 
with the word-order violations showing higher activation in a subcortical area 
(caudate nucleus) and the insula. 

The above results suggest that the processing of local dependencies is not 
localized in one particular area, but involves a network of frontal, temporal, 
parietal, and subcortical areas. Results from the ERP studies suggest that pars-
ing local dependencies involves multiple processes, which do not differ much 
depending on the kind of relation tested (phrase structure or agreement).

However, one could object that local dependencies do not yield much in-
sight into how the brain processes syntax, since local dependencies do not 
necessarily involve active computation. Most of these local relations may be 
precomputed and stored, especially frequently used ones. More insightful data 
about syntactic computation may be obtained by studying nonlocal dependen-
cies, which are less likely to be stored and more likely to involve active com-
binatory procedures. 

Anaphora

One syntactic phenomenon that involves a nonlocal dependency is the inter-
pretation and distribution of pronouns and reflexives. A well-known linguis-
tic observation is that in English, a reflexive, such as himself and themselves,
needs to refer to the subject of the predicate if it is a direct argument of the 
predicate. For instance, himself in (7) is ungrammatical as opposed to them-
selves (example from Harris et al. 2000):

(7) The pilot’s mechanics browbeat themselves/*himself.

Pronouns, on the other hand, cannot refer to the subject of the local predi-
cate. For instance, in (8), the pronoun (them) cannot refer to the local 
subject (mechanics):
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(8) The pilot’s mechanics browbeat them.

Note that the sentence in (8) is strictly speaking grammatical, since the pro-
noun can refer to a group of people not mentioned. As long as the pronoun does 
not refer to the subject of its clause, the grammar does not further restrict the 
interpretation of pronouns. For instance, in (9), the pronoun she can refer either 
to the subject or to another person in the discourse. Only the latter reading is 
possible for he in (10) (example from Osterhout and Mobley 1995).

(9) The aunt heard that she won the lottery.
(10) The aunt heard that he won the lottery.

Even though the distribution of refl exives and pronouns is determined by dif-
ferent grammatical principles, ERP studies have not found much difference
between the two. Reflexives that did not refer to the local subject, as in (7), 
elicited a P600 component (Harris et al. 2000; Osterhout and Mobley 1995). 
A similar effect was obtained at the pronoun in cases such as (10) in readers 
who judged this sentence to be unacceptable (Osterhout and Mobley 1995). 
Recall that a P600 effect was also found for the phrase structure and agreement 
violations mentioned above. This ERP response therefore does not distinguish 
between violations of the conditions on anaphora (reflexives and pronouns), 
versus other violations.

Polarity

A P600 effect has also been found for the violation of another type of nonlocal 
dependency, namely, the dependency between a negative polarity item (such as 
ever and anymore) and a negation, see (11). Negative polarity items are ungram-
matical when the clause does not contain a negation (12), or when the negation 
occurs in an incorrect position (13) (example from Drenhaus et al. 2006):

(11) No man who had a beard was ever happy.
(12) *A man was ever happy.
(13) *A man who had no beard was ever happy.

Generally, P600 effects have been reported for polarity items when a negation 
or other licensing element is missing. This effect is preceded by an N400 ef-
fect, which is typically associated with conceptual semantic and world knowl-
edge violations (Drenhaus et al. 2006). Again, even though negative polarity 
licensing is a phenomenon that is syntactically different from agreement, word 
order, or the interpretation of pronouns, the “syntactic” ERP response does not 
seem to refl ect this.

Wh-movement

The above manipulations all involved violations. It can thus not be excluded 
that the LAN and P600 responses reflect error detection or meta-linguistic 
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repair processes rather than syntactic processes themselves. One dependency 
that can be studied without using violations, and which may therefore be more 
informative, is wh-movement. An example is the formation of dependent ques-
tions, as illustrated below (example from Kaan et al. 2000):

(14) Emily wondered who the performer had imitated ___ for the audience’s
amusement.

(15) Emily wondered whether the performer had imitated a pop star for the 
audience’s amusement.

In (14), the wh-phrase who is the direct object of imitated, but does not appear 
immediately to the right of the verb as is usually the case in English, see (15). 
Instead it is “moved” to the front of the clause. Psycholinguists distinguish 
among various processes that occur when sentences with wh-dependencies,
such as (14), are read or listened to as they unfold. First, at the word the fol-
lowing who in (14), it is clear that who cannot be the subject and cannot be 
directly integrated into the syntactic structure. In ERP research, this process, 
and subsequent storage of the unintegrated wh-phrase into working memory, is 
associated with a LAN component (Kluender and Kutas 1993). Note, however,
that this could also be viewed as a temporary local violation: if there is a strong 
preference to interpret who as the subject, one would expect the next word to 
be a verb rather than a determiner. In this view, the same processes may be 
involved as in processing phrase structure or, in languages in which the wh-
phrase is case marked, agreement violations.

Second, the wh-phrase, or, at least some of its features or a place holder,
must be kept in memory until it can be integrated into the syntactic struc-
ture and assigned a thematic role. Some ERP studies have reported a slow 
negative wave, starting from the point at which it is clear that the wh-phrase
cannot be integrated, and spanning multiple word positions (King and Kutas 
1995). Although not all studies have reported such an effect (Kaan et al. 2000; 
McKinnon and Osterhout 1996), this slow negative wave may be associated 
with maintenance of the wh-phrase in working memory.

Third, at the verb or other subcategorizing head, the wh-phrase is retrieved 
from memory and is integrated into the syntactic and thematic structure. This
integration of the dislocated element with the verb or its base position is as-
sociated with a P600 effect (Kaan et al. 2000). A LAN component has been 
reported for word positions following the gap (Kluender and Kutas 1993).

Finally, wh-movement is syntactically constrained (Tallerman et al., this 
volume). For instance, in (16) the wh-phrase which candidate has been ex-
tracted out of an adjunct clause, yielding an ungrammatical sentence (example 
from McKinnon and Osterhout 1996). This violation becomes clear at when,
when the reader has good reasons to assume that the extraction is out of the 
adjunct clause and the sentence is ungrammatical. ERPs studies comparing 
when in (16) with the same word in a grammatical control sentence without 
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movement have reported a P600 effect (McKinnon and Osterhout 1996; 
Neville et al. 1991).

(16) *I wonder which of his staff members the candidate was annoyed when his son 
was questioned by ___.

To summarize the ERP findings on nonlocal dependencies, different ERP
components are modulated by different aspects of processing dependencies: 
a LAN for (apparent) local violations, a P600 for general syntactic diffi culty 
or ungrammaticality, and a slow negative wave for maintenance in working 
memory. Except for slight and nonsystematic differences in timing and scalp 
distribution, the ERP components are not sensitive to the specific type of syn-
tactic construction, or even to whether the sentence can or cannot be eventually 
grammatically correct.

Moving now to studies using hemodynamic techniques, quite a number of 
studies have investigated the processing of sentences containing wh-move-
ment. These studies have systematically found an increase in activation in 
Broca’s area for sentences containing movement (complex sentences) versus 
those without movement (Kaan and Swaab 2002). However, given the poor 
temporal resolution of these techniques, it is hard to distinguish among the 
first three aspects of processing wh-dependencies mentioned above: recogni-
tion that the wh-phrase is in a noncanonical position, maintenance of the wh-
phrase in memory, and integration of the wh-phrase. In a clever experiment, 
Fiebach et al. (2005) successfully distinguished maintenance from the two 
other processes. This experiment was conducted with embedded wh-questions
in German, in which the wh-phrase was either the object of the clause (OSV
order) or the subject (SOV order). In addition, the wh-phrase was either di-
rectly followed by the second noun phrase (subject or object: wh–S/O–V) or 
was separated from the second noun phrase by a prepositional phrase (wh–
prepositional phrase–S/O–V). Note that separating a wh-phrase from the fol-
lowing noun phrase will increase the memory load when the wh-phrase is the 
object and the following noun phrase is the subject (OSV order). In this case, 
the object wh-phrase must be maintained in memory at least until the second 
noun phrase (the subject) is encountered for it to be integrated in the structure. 
The comparison between the long and short versions of the OSV sentences, in 
which the wh-phrase was the object and the second noun phrase was the sub-
ject (whO–prepositional phrase–S–V versus whO–S–V), showed an increase 
in activation primarily in Broca’s area. The comparison between object initial 
(OSV) and subject initial (SOV) clauses showed only a weak activation in the 
left anterior temporal area. This suggests that Broca’s area is involved in the 
retention of nonintegrated material, whereas temporal areas are involved in 
processing noncanonical word order and syntactic integration.

Recent work (Makuuchi et al. 2009) showed that the activation in and 
around Broca’s area differed depending on what kind of relations needed to 
be stored in working memory: The inferior part of the pars opercularis (part of 
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Broca’s area) was more active the more wh-relations needed to be stored; the 
left inferior frontal sulcus, an area more anterior and superior to Broca’s area, 
was increasingly active when more words intervened between the subject of a 
clause and its finite verb. These two areas connect with different parts of the 
superior temporal gyrus and may be involved in different aspects of syntactic 
processing (Friederici, this volume).

Summary

ERPs do not appear to be very sensitive to distinctions made by linguistic 
theories. Violations of all kinds elicit a P600 response, which may be pre-
ceded by a LAN. A LAN is found only for genuine or apparent violations 
of local dependencies, although its occurrence is not systematic and its scalp 
distribution varies. A P600 is quite systematically found for any type of actual 
violation, apparent violation, or syntactic difficulty. Some researchers distin-
guish subcomponents of the P600, each having a different timing and/or scalp 
distribution. These subcomponents have been proposed to reflect various as-
pects of handling real or apparent violations, regardless of the syntactic phe-
nomenon investigated (Friederici et al. 2002; Hagoort et al. 1999a; Kaan and 
Swaab 2003).

Studies using hemodynamic techniques typically report a network of areas 
active for syntactic processing, involving subcortical areas, the temporal, pari-
etal, and frontal lobe. The foci of activation may differ depending on the task 
and materials used. The left frontal lobe (Broca’s area), for instance, shows 
increased activation in the case of violations or complex sentences, with differ-
ent parts being active depending on the kind of elements that need to be stored 
in working memory (wh-dependencies, SV dependencies; see Makuuchi et al. 
2009). Therefore, syntactic processing is not confined to one process and one 
location in the brain, but involves an entire network of areas and various pro-
cesses. This is not surprising, given that other cognitive functions, such as 
attention, also involve a multitude of processes and networks of brain areas 
(Posner and Fan 2008; Schneider and Chien 2003).

Syntax, Its Putative Relation to the Brain, and Putative Origin

Based on the above, there is some evidence that the brain distinguishes seman-
tic from syntactic processing. Although, thus far, the brain does not seem to be 
sensitive to all distinctions made by syntacticians, it is capable of distinguish-
ing some general aspects of syntactic processing, which suggests that at least 
some aspects of syntactic processing are “hardwired.” When discussing the 
origin of syntax, it is especially important to ask to what extent the brain areas 
and processes found to be involved in syntactic processing are unique to syntax 
or are shared with other cognitive processes.
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The ERP components observed in response to syntactic manipulations 
(P600, LAN, and slow negative wave) are not unique to syntactic processing, 
or even to language processing in general. The P600 component, initially la-
beled “the syntactic positive shift” by some researchers (Hagoort et al. 1993), 
has also been observed for difficulties related to discourse processing (Kaan et 
al. 2006), violations of musical structure (Besson and Macar 1987; Patel et al. 
1998), sequencing (Núñez-Peña and Honrubia-Serrano 2004), and mathemati-
cal rules (Lelekov et al. 2000). This suggests that the P600 is either an index 
of structural integration, in general, or reflects attempts to resolve confl icts 
between representations (Kuperberg 2007).2

As for LAN, there is a strong similarity between this response and a mis-
match response found for infrequently presented auditory stimuli that devi-
ate in some respect from more frequently presented stimuli (Pulvermüller and 
Shtyrov 2003). In addition, violations of musical chord sequences elicit an 
anterior negativity with a right lateralized distribution, which has been shown 
to share some generators with the LAN elicited in linguistic tasks (Koelsch et 
al. 2005). Moreover, LAN can be elicited in nonlinguistic symbol manipula-
tion tasks (Hoen and Dominey 2000).

The slow negative component found between the wh-phrase and the verb 
is also not unique to syntax. Memory tasks that involve retention of letters, 
colors, or location for several seconds have found such a slow wave, with the 
scalp distribution varying slightly depending on the type of materials that need 
to be maintained (e.g., Ruchkin et al. 1990).

Similarly, the brain areas found activated in syntactic processing tasks are 
not dedicated to this particular cognitive domain. Broca’s region is involved 
in various non-syntactic and even nonlinguistic functions, such as working 
memory, inhibition, or resolving conflict among representations (Grodzinsky 
and Amunts 2006; Novick et al. 2005). The (anterior) temporal lobe found ac-
tive for syntactic processing is also involved in semantic priming and discourse 
processing (Van Petten and Luka 2006). Parietal areas are involved in atten-
tion (Raichle 1998), reading, semantics (Price 2000), and working memory 
(Hickok et al. 2003), among other functions, whereas subcortical areas found 
active in syntactic studies are involved in a great variety of tasks. Therefore,
none of the brain areas activated and ERP components elicited in syntactic 
tasks are unique to syntactic processing.

The general idea from current findings is that syntactic processing involves 
the combination of various, more general cognitive processes. Lexical infor-
mation (including syntactic information) is stored in the temporal lobes. The
left inferior frontal gyrus ( Broca’s area) serves a synthetic or integrative func-
tion in combining the information activated in the temporal lobe and operating 

2 The issue of whether P600 is specific to syntax is related to the controversy of whether P600 is 
actually a P300 component observed for unexpected stimuli in general (Coulson et al. 1998a, 
b; Osterhout and Hagoort 1999).
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upon it (Hagoort, this volume), or in resolving conflicts between various levels 
of representation (Novick et al. 2005). The parietal area has a more analytic 
function, separating elements in the input (Ben Shalom and Poeppel 2008). As
for ERPs, LAN may be an index of a violation of a strong expectation based 
on the structural aspects of the preceding input, regardless of whether “struc-
ture” refers to musical, syntactic, or a more abstract structure (see also Lau 
et al. 2006). P600 may be an index of general integration difficulty or an at-
tempt to resolve conflict between various representations (semantic, syntactic) 
(Kuperberg 2007); finally, the slow negative wave may be a general index of 
memory load and anticipation of a target (response probe or base position of 
the moved element).

The observation that the brain areas found active and ERP components ob-
served during syntactic processing are not unique to this task supports the idea 
that syntax originated from, or coevolved with, other cognitive functions, such 
as working memory, conflict resolution, sequencing, and conceptual combina-
tion (see also Hagoort, this volume). These functions needed to be orchestrated 
in a particular way to produce and understand sentences, or precursors thereof. 
Eventually, this combination of processes may have resulted in a network (or 
set of networks) specialized for syntactic processing, even though each part 
constituting the circuit(s) may be involved in other functions.

Open Questions

As far as the “hardwiring” of syntax is concerned, data from current research 
in cognitive neuroscience suggest that syntax is not localized in one area, and 
that the areas and processes involved are not unique to syntactic processing, 
or even language processing. For syntacticians, it is often disappointing to see 
that ERP responses and brain areas activated are largely similar for syntactical-
ly different phenomena. However, we must bear in mind that whenever cogni-
tive neuroscience techniques are used to study syntax, research participants in 
those studies are processing phrases or sentences. It may thus be the case that 
the brain does not distinguish among the various types of syntactic phenomena 
proposed by grammarians as reflected by differences in the time, location, and 
manner of processing or storage of information.

It may also be that within the language network, different subareas or 
subnetworks can be distinguished that address different aspects of syntactic 
knowledge (Santi and Grodzinsky 2007a). Many researchers agree that slight-
ly different subnetworks are involved in syntactic versus semantic versus pho-
nological processing (Ben Shalom and Poeppel 2008; Vigneau et al. 2006), 
with phonological areas located more superior/anterior to areas involved in 
syntax, and semantic areas located more inferior/posterior. Therefore, separate 
subnetworks may address, for example, binding, structure building, and wh-
movement. To date, however, very few studies have closely compared various 
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syntactic phenomena using the same participants and techniques, and control-
ling for factors such as differences in task difficulty and working memory. It 
may therefore be that these subnetworks have not been uncovered.

Another problem may be that the techniques available thus far, or the 
analysis techniques used, do not have the resolution to segregate specifi c syn-
tactic processing networks. fMRI data are typically spatially smoothed and 
merged into a standard brain format, which impoverishes the spatial resolution. 
Alternatively, we may have not been looking at the brain in the appropriate 
way. Until recently, cognitive neuroscience of language was primarily aimed at 
localizing the “syntax area,” the “semantics area,” etc. However, it has become 
increasingly clear that functions are not localized in a few particular areas, but 
that a whole network is involved. It may be that diversity in syntactic opera-
tions is reflected in subtle differences in the interaction and functional connec-
tivity between the parts of the network. Future research should be directed at 
uncovering the nature of the connections between brain areas in the network.

Obviously, many other open questions remain. For example, as discussed 
above, detailed models are needed of what kind of syntactic information is 
stored, and what processes take place when people process syntactic con-
structions, and what the effect is of the task and participant instructions. This
pertains to operations on linguistic representations, as well as more general 
cognitive operations such as retrieval, inhibition, working memory, and atten-
tion. Such a model is crucial to specify how various syntactic phenomena are 
processed, how processing will differ depending on the task and participant 
characteristics, and what to expect in terms of differences in brain activation. 
Related to this, appropriate techniques and analysis methods need to be devel-
oped to be able to uncover such differences.

Even if such a detailed model were available and systematic differences in 
brain activation were found between various syntactic phenomena, the ques-
tion remains of how this all relates to the actual neural mechanisms: the work-
ings of neurons, neurotransmitters, and, eventually, genes.

The ultimate goal for the cognitive neuroscience of syntax is to answer the 
question: Why is syntax the way it is? Why are certain syntactic operations 
allowed and others not? Why can a wh-phrase not be moved out of an adjunct 
clause or coordination? The answer lies necessarily within the workings of 
the human mind/brain. However, it is unlikely that answers will be found by 
looking at the workings of neurotransmitters. As more information becomes 
available about the cognitive neuroscience of syntax, we need to envision what 
kind of answers would be satisfactory and at what level they can be framed. 
Obviously, research in the cognitive neuroscience of syntax still has a long and 
challenging way to go.
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Abstract

This chapter summarizes the extensive discussions of the working group whose man-
date was to review the major syntactic phenomena that require an explanation as part 
of the evolved biological capacities of human beings. The main building blocks of syn-
tax are outlined, starting with lexical categories and functional categories. Hierarchical
structure and recursion are examined, particularly in light of proposals that recursion 
is the only uniquely human characteristic in the language faculty. A typology of de-
pendencies between syntactic elements is discussed and the relationship between such 
dependencies and the needs of the human parser is considered. Syntactic universals of 
various kinds are outlined, their treatment within different grammatical traditions is 
examined, and possible responses to exceptional constructions are considered. Some 
evidence is presented in favor of abstract, high-level grammatical principles. Finally,
using examples from the development of creoles from pidgins, from the diachronic pro-
cesses involved in language change, and from the ontogenetic development of language 
in infants, consideration is given as to whether evidence of the (unobservable) evolution 
of syntax itself can be gathered from an examination of different kinds of observable 
syntactic phenomena.
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Introduction

Two major linguistic stances regarding the investigation of syntactic phenom-
ena emerged during the course of the twentieth century: broadly, these can be 
characterized as the functionalist approach and the formalist approach. In this 
report we represent both viewpoints, where possible, with an indication of the 
strengths and weaknesses of each. Functionalist syntacticians seek explana-
tions for the observed phenomena in terms of the functions which language 
evolved to fulfil; this approach draws, for instance, on evidence from language 
processing, on pragmatic properties and principles, and on principles govern-
ing information fl ow in discourse. Linguists working within this approach fo-
cus generally on why languages exhibit the properties that they do. Formalist 
syntacticians, on the other hand, seek explanations in terms of simple and max-
imally general formal principles, such as Merge, which are proposed to be an 
innate part of the human language faculty. Often, such principles appear quite 
abstract and connect to the actual linguistic data through sometimes complex 
deductive chains, which may make their structure, motivation, and function 
hard to grasp to those outside the field. However, the underlying motivation is 
the desire to abstract away from the superficial linguistic diversity found in the 
world’s 6000 or so languages and thus identify the essential properties of hu-
man language. Of course, postulating some principle to be innate does not ex-
plain its evolution, but merely pushes the burden of explanation back a stage.

The roots of modern functionalism lie in the approach to syntactic descrip-
tion taken by many European linguists (especially in the Prague School) in 
the 1920s and 1930s. During the 1960s, functionalism received new impetus 
with the advent of the typological approach to syntactic universals, represent-
ed particularly by the work of Joseph Greenberg (1963, 1978). This involves 
comparing the surface properties of large numbers of languages, ideally using 
a database which is representative of existing language stocks in terms of areal 
and genealogical diversity. The roots of modern formalism lie with the pro-
gram initiated by Noam Chomsky from the late 1950s onwards (1957, 1965a). 
Traditionally, this has tended to investigate in depth the less obvious syntactic 
properties, crucially seeking explanations for ungrammatical (i.e., impossible) 
utterances as well as grammatical utterances in a language, and largely draw-
ing on native speaker intuitions as evidence. This approach attempts to uncov-
er the properties of Universal Grammar, otherwise characterized as the initial 
state of the language faculty in human infants before any exposure to linguistic 
data. Examples of work undertaken within each approach will be presented in 
the sections that follow. It should be noted, however, that comparing these two 
approaches can be difficult, because they have typically not investigated the 
same syntactic phenomena. Even when the same phenomena are investigated, 
assumptions are determined in large part by the way the data are interpreted 
under the particular theory adopted: facts are observational propositions, and 
these propositions are part of a theory, not external to it.
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We begin by introducing some of the major building blocks of syntax, fo-
cusing specifically on the lexical/functional syntactic category distinction, 
and on syntactic constructions. One obvious (but open) question concerns the 
phylogenetic origins of the lexical/functional split, especially interesting since 
nothing remotely analogous appears in any other animal communication sys-
tem. Thereafter we will look at the properties of hierarchical structure and 
investigate the phenomenon of recursion. This is followed by a catalogue of 
the main kinds of dependencies that occur between syntactic elements. Here 
an important question concerns the nature of the relationship between elements 
which appear to occur simultaneously in two distinct places within a sentence; 
for example, a fronted wh-phrase and the “gap” or trace associated with it, oc-
curring in the canonical position in the clause. Critically, such dependencies 
are not necessarily local, but can be formed across many clause boundaries. 
Such phenomena, pervasive in natural language and again apparently uniquely 
human, are much in need of a biological explanation. We then consider syntac-
tic universals from the perspective of each of the two major theoretical stand-
points noted above, asking also whether the two approaches can be reconciled 
and briefly discussing some recent work which suggests possible avenues for 
future research.

Perhaps the main problem facing enquiries into the biological foundations 
and origin of syntax is that there is no direct evidence for the evolution of syn-
tax in Homo sapiens (or in some earlier species). It has become commonplace 
to note that language does not fossilize. However, there may perhaps be “fos-
sils” or traces of evolutionary processes in syntactic phenomena currently ob-
servable. We consider whether clues as to the origins of syntactic phenomena 
can be found in the development of creoles from pidgins, in diachronic chang-
es occurring in languages in historical time, and in the ontogentic development 
of language in infants. All of these possible “windows” on language evolution 
are controversial, as we can have no idea whether the same conditions existed 
in the phylogeny of our species. However, informed speculation along these 
lines may supplement work done within comparative biology, archaeology,
and computer modeling.

Building Blocks of Syntax

Despite the many differences among theoretical models of syntax, there is a 
broad consensus that grammatical theory needs to recognize two major cat-
egories in the human lexicon: lexical categories and functional categories
(which correspond roughly to the distinction between open- and closed-class 
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elements).1 In fully modern (i.e., all attested) languages, the lexical class of 
items contains such syntactic categories as nouns, verbs, and adjectives, which 
are probably universal, as well as certain contentful adpositions (i.e., preposi-
tions and postpositions) and adverbs. Functional elements are typically stripped 
down semantically, especially compared to the “content” words above, and 
are generally shorter than the lexical elements. The functional class comprises 
such grammatical categories as articles, quantifiers, auxiliaries, tense, aspect 
and mood markers, numerals, complementizers, polarity markers (affi rmative 
and negative), question markers, voice markers, and potentially many others. 
Not all members of these categories are free morphemes, in the sense of being 
stand-alone words, but may well be represented by bound affixes or clitics, 
with much cross-linguistic variation existing. Languages also seem to vary 
enormously in terms of which of the many possible functional categories they 
actually instantiate, at least superficially, but it is typically reckoned that within 
a sentence in any given language, members of functional categories occur in a 
roughly 50/50 proportion to members of lexical categories.

In language we see a clear division of labor between functional and lexical 
items. For instance, a verb specifies the kind of action or event and selects the 
semantic roles of the participants in that action, while tense and aspect markers, 
for instance, locate events in time and indicate whether an action is completed 
or ongoing. In the noun system, similarly, functional elements determine such 
properties as defi niteness, specificity, and so on. In current generative theories 
of syntax, much syntactic action is determined by functional elements, whether 
they are independent words or just affixes. These are, in a sense, the engines 
of syntactic action, driving processes such as syntactic movement (or displace-
ment) by attracting the lexical verb or noun to raise to a higher head position. 
Within the Minimalist Program, for instance (Chomsky 1995; Boeckx 2006), 
all major kinds of syntactic movements are regarded as attraction by a func-
tional head, including focus movement, question formation, and so on (Rizzi 
1977). In such theories, too, functional categories form the locus of cross-lin-
guistic variation, a fact which entails syntax being sensitive to morphology. In 
other theories, the same dependencies (discussed below) are captured by dif-
ferent mechanisms, some directly mimicking movement and some not.

It is worth noting that not all syntactic constructions are correlated in any 
obvious way with an actual morpheme. For instance, the process known as 
scrambling, whereby an object can move optionally to the left of the subject 
(as in Japanese), is not morphologically driven. It is also interesting to note that 
syntactic processes of the typical kind found cross-linguistically, such as pas-
sivization, wh-movement and extraposition, do not operate solely in terms of 

1 The term “functional” is used in this section in a very different sense than in the distinction be-
tween functionalist and formal approaches referred to in the Introduction. To avoid ambiguity,
some linguists refer to the distinction between word classes as “contentive” vs. “grammatical,” 
but here we continue to use the more widespread terms “lexical” vs. “functional” categories.
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words or morphemes, which we might consider to be obvious building blocks 
of language, but may also involve entire phrasal categories, which are them-
selves made up of words and morphemes.

Despite these caveats, there is a broad measure of agreement between lin-
guists that functional and lexical elements form the two central building blocks 
of the human lexicon.

Given the centrality of the distinction between functional and lexical ele-
ments, one important question concerns the evolutionary origins of these two 
main classes of elements. It is well known that in attested languages, a bundle 
of processes known as grammaticalization is responsible for creating func-
tional elements from lexical elements. Loss of semantic content occurs in the 
course of the reanalysis of lexical items as functional elements, and in the pro-
cess, phonetic reduction typically occurs, thereby producing the characteristic 
short and relatively content-free functional elements found cross-linguistically.
Some examples from the history of English are the development of modal 
verbs (will, might) from lexical verbs and auxiliary have (She has left) from the 
possessive have (She has a cat).

If lexical and functional categories are core building blocks, what of con-
structions themselves? In the generative transformational tradition, construc-
tions are regarded as epiphenomenal, whereas in some syntactic models, 
including construction grammar, cognitive linguistics, and most varieties of 
functional linguistics, they are central. Construction-oriented approaches to 
syntax suggest that the building blocks of syntactic description, and, by exten-
sion, of syntactic processing in the mind/brain, are morphosyntactic construc-
tions of various size and complexity (Givón 1979, 1995, 2001). Syntactic con-
structions may be word size, phrase size, or clause size. Is there any evidence 
that we need to invoke constructions as building blocks? Possibly: It has been 
argued that children learn constructions as whole units; that in conversation, 
greater-than-word-level collocations are employed by participants; and, fur-
thermore, that there is evidence from psycholinguistic studies that units larger
than the word level are stored in memory.

An alternative viewpoint is that constructions are always decomposable 
into their component features. One argument for such a position comes from 
the fact that constructions always display features which occur elsewhere, in 
other constructions. For instance, consider passivization. The central property 
of the passive construction is that the logical object becomes the grammatical 
subject (John was murdered ___). But far from being unique to the passive, 
this property is also found in constructions with very different semantic and 
pragmatic effects, such as the “unaccusative” construction in (1b), in which 
the syntactic subject of a verb is semantically and thematically its object, as the 
comparison with (1a) indicates:

(1) (a) The sun melted the ice.
(b) The ice melted.
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Another property of the passive, namely the appearance of a by-phrase, also 
occurs in nominal expressions in many languages (e.g., a book by Chomsky) or 
in the causative construction, for instance in French:

(2) Il fait laver la voiture par Pierre.
he make.PRES.3S wash.INF the car by Pierre
“He makes Pierre wash the car.”

Taken to its logical conclusion, facts such as these suggest that all construc-
tions might be decomposable into more fundamental elements.

There is also the question of how the grammatical primitives posited by 
linguists pair with their meanings. Many morphemes have no fixed or clearly 
identifiable meaning, despite the textbook definition of the morpheme as the 
smallest unit of meaning in languages. Some obvious examples are “cranber-
ry” morphs (cranberry, inept) and also fossilized Latinate morphemes such as 
-ceive, as in receive, perceive, deceive, etc., where there is no consistent mean-
ing across lexical items. We assume that meanings are evolutionarily prior to 
the existence of forms to express them, but meanings and forms have clearly 
not evolved in any simple one-to-one relationship.

Recursion: What Is the Nature of Hierarchical Structure?

Syntactic structures are hierarchical in that words, or more generally the ele-
ments of syntactic computations, are combined to form larger units, namely 
phrases, and phrases are in turn combined with other phrases to form larger
phrases. This successive phrase formation gives rise to a hierarchical structure 
which can be represented by using tree diagrams.

The hierarchical nature of syntactic representations is related to the recursive 
character of natural language syntax, but the two notions are not coextensive, 
in that it is clearly possible to have hierarchy without recursion. Recursion has 
been defined in two distinct ways within generative grammar: (a) as the capac-
ity to insert a structural unit of a particular type (e.g., noun phrase, sentence) 
within another unit of the same type, or (b) as the property whereby certain for-
mal rules or rule systems reapply to their own output (see Rizzi, this volume). 
For (b), recursion may produce structures of the form [x … [x … ]], as the fi rst 
definition does, but is not obliged to do so. The operation known as Merge (see 
below) does not in fact require the insertion of any unit within any other unit, 
and indeed does not require anything beyond iterated applications of the Merge
procedure. However, it is clear that both iteration and the creation of a hierar-
chical structure are necessary components of recursion. Simple iteration is not 
sufficient, since we can indefinitely iterate a given motor program (e.g., walk-
ing) without producing a hierarchical structure (3–4–5 steps do not combine to 
form a larger step!). Conversely, there are hierarchical structures which cannot 
be indefinitely extended. For example, phonemes are organized in hierarchical 
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syllable structures (the nucleus and the coda form a rhyme which combines 
with the onset), but then the system stops. A combination of syllables does not 
form a larger syllable. Phonology thus involves a kind of “syntax,” but the pro-
cedure is limited by an inflexible structural boundary—in this case the bound-
ary of the syllable. Morphology offers a similar example. Here, the merging of 
morphemes to create a complex word is constrained by a more flexible yet still 
unbreakable barrier: only a finite number of semantically appropriate affi xes 
can be attached to any word. However, when words themselves are merged
into phrases and sentences, there are no boundaries, and since any sentence 
contains points where potential dependencies can be satisfied, thus extending 
the structure, the syntactic system acquires its open-ended scope. Thus, we can 
only truly speak of recursion if we adhere to the original defi nition.

It is sometimes said that recursion is not as crucial to natural language syn-
tax as linguists have often assumed, because if one looks at corpora of natural 
conversation one typically finds relatively short and simple sentences, with 
few embeddings. This objection, however, misses the point: a system capable 
of generating very simple structures like the teacher’s book is already recur-
sive, because it has the ability to produce a nominal expression within a larger
nominal expression. Once this property is available, the system is capable of 
generating an unbounded number of expressions, unless it is stopped by intro-
ducing an ad hoc limitation,

A number of technical proposals exist to formalize the recursive property 
of natural language syntax, among which are phrase structure rules and X-bar 
theory. The Minimalist Program (starting with Chomsky 1995) proposes that 
the generation of an unlimited set of syntactic structures is performed by the 
simplest combinatorial operation one can imagine, namely Merge, which 
takes two elements A and B, and forms the unit [AB]. The elements under-
going Merge can be simple lexical items or complex expressions already 
formed by Merge. Hence the combinatorial procedure can indefi nitely extend 
a syntactic structure.

An important question concerns the evolution of the Merge process, if we 
are to believe that it reflects what actually happens in the brain: Are Merge
and other processes postulated by syntacticians literally replicated in the brain, 
and, if so, how did these evolve? If we follow the line taken by Hauser et al. 
(2002), Merge is the only uniquely human element in language, which entails 
that its evolution must represent a very significant step in hominin evolution.

Hierarchy itself is widespread in cognitive spheres outside language (e.g., 
in planned action) and allows exponential savings in the search for plans. On 
the other hand, true recursion may be quite rare. In particular, the mere ability 
in animals to discriminate context-free “languages” (such as the set of strings 
consisting of any number of some symbol a followed by the same number of 
another symbol b) should not be confused with the possibility that they possess 
a truly recursive context-free grammar. Crucially, there are other mechanisms, 
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such as counting, which can be used to recognize such “languages” (see 
Friederici, this volume).

Linguists believe human language to be truly recursive; some would suggest 
that this rests on the recursive nature of semantics itself. Despite the possibili-
ties of finite state grammars covering unbounded tail- and head-recursion of the 
kind exhibited in possessives like John’s mother’s brother’s lover’s chauffeur,
and the acute performance limitations on depth of center embedding in exam-
ples like The cat the dog the rat bit chased ran away, the compositional seman-
tics itself is agreed to be truly recursive. In the first case here, the semantics
is a recursive term such as chauffeur (…lover (brother ((mother (John)))…),
nested to arbitrary depth. The incomprehensibility of center embeddings fol-
lows from some memory limitation on the processor: our recursive capacity is 
used by a system with fi nite and limited memory, and there are other external 
constraints which limit the length and complexity of the structures actually 
produced by humans, but these limitations are determined by such external 
factors, rather than by some inherent limitation in the generative mechanism.

To conclude, if we seek an evolutionary origin for recursion in human lan-
guage, it is possible that we are really asking about the origin of recursive 
semantics, which may in turn rest upon intrinsically recursive concepts, such 
as kinship relations or concepts of other minds (Tomasello 1999).

Dependencies: What Kinds of Dependencies 
Exist among Syntactic Elements?

Dependencies that exist in natural languages pose a challenge to neurologists, 
biologists, and computer scientists, as they seek to account for such phenom-
ena in evolution. Below we outline, on a purely descriptive level, the kinds of 
dependency phenomena that are observed:

(3) Selectional and thematic restrictions: These are the requirements of verbs to 
occur with particular arguments. For instance, *He devours is ill-formed, since 
the verb is missing an argument, and *He devoured the grammatical rule is
ill-formed, because the predicate devour not only requires both an agent and a 
patient, but moreover requires the patient to have the lexical property of edibility.
The dependencies here are both local, existing between a head and its arguments.
Other dependencies are potentially much less local.

(4) Agreement refers to the copying of certain features that are inherent to one lexical 
item onto another item, or the copying of features from one constituent to another.
Inherent features are typically such properties as person, number, and gender,
and the kinds of agreement dependencies found in natural languages include SV
agreement, OV agreement, and agreement within a noun phrase (NP), whereby the 
properties of the head are reflected on dependents such as articles and adjectives. 
Agreement may also be local (e.g., articles and adjectives agreeing with the head 
noun in a NP) but is not necessarily (at least not in the surface order), as shown 
by examples like Which girls do you think are/*is leaving today? Agreement is a 
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purely syntactic phenomenon, appearing to have no bearing on meaning whatever.
It may potentially aid parsing, however, by indicating the relationships between 
elements in a phrase or a clause.

(5) Dependencies involving displacement (also known as movement) refers to the 
appearance of noncanonical ordering within phrases and clauses. The basic 
hallmark of displacement phenomena is that elements which are grouped 
together semantically are not linearly adjacent in the syntax. Displacement gives 
rise to dependencies between an element and its base position. Various kinds of 
displacement phenomena are observed in natural languages, including:
(a) Passivization and similar grammatical function-changing operations: in the 

passive construction, a logical object (the thematic patient) becomes the 
grammatical subject, creating a dependency between the canonical position 
of the moved element and its surface position (John was murdered ___ ).

(b) Scrambling, the term for the free constituent order phenomenon found, for 
example, in Japanese, where the object is freely moved across the subject 
position, deriving a noncanonical OSV order from the canonical SOV order.

(c) Wh-dependencies of all kinds, including wh-questions and relative clauses, 
where the filler and the associated “gap” may be separated by numerous 
clause boundaries. These are known as “unbounded” dependencies, since 
the dependency covers a potentially infinite syntactic space (see below 
for examples).

(d) Verb movement, for instance of the kind that derives the SVO order found in 
Dutch main clauses from a hypothetical underlying SOV order (i.e., the order 
found in subordinate clauses).

(e) Extraposition, the term for the rule which creates discontinuous constituents 
involving rightwards movement. For instance, from A student with really
terrible tooth decay came into my offi ce we can derive A student came into my 
offi cewith really terrible tooth decay.The displaced phrase forms a dependency 
with the remainder of the phrase to which it is canonically attached.

(f) Scope-related displacement: in Fred drinks only martinis, only is adjacent 
to the item over which it takes scope, martinis. However, we can interpret 
the scope in the same way if the scopal element is nonadjacent, as in Fred
only drinks martinis. Hence, a nonlocal dependency exists between the 
two elements. The idea that scope involves displacement is controversial. 
Some analyses express the dependency purely as a relationship between 
two positions.

(6) Dependencies not involving displacement, of which there are three main types:
(a) Anaphora, exemplified by the antecedent–anaphor relations of the type 

illustrated in refl exives: Jill really adores herself/*her. Here the refl exive 
object herself must be in a dependency relation with the subject Jill, but the 
pronominal object her cannot be, as it is within the same clause and must 
therefore refer to a female other than Jill. Dependencies involving ordinary 
pronouns can be established across clauses over an infinite distance, however 
(The girl thought my father said…the policeman would arrest her), and a 
pronoun can even take its antecedent across utterances and speakers: A: Do
you know that woman? B: I used to work with her.

(b) Cataphora, as in Before she left, Jill paid the waiter, where a dependency is 
(optionally) established between the pronoun and the lexical noun Jill.
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(c) Polarity: Certain negative polarity items, such as ever, establish a dependency 
with a negative antecedent, as in No teacher ever says that, but not *A teacher / 
*Everybody ever says that.

Various ways of classifying these dependencies have been suggested in the 
literature. Many syntactic models posit no movement operations. Nonetheless, 
displacement effects must still be accounted for in these models. This is typi-
cally accomplished by indexing operations which establish a relation between 
the dependent elements, or by using semantically compositional syntactic op-
erations (see Steedman 2000).

The set of dependencies (3–6) varies greatly in terms of the property of 
locality, with those at the top of the list involving extremely local dependen-
cies, while those lower down potentially involving dependencies that are much 
less local. Locality constraints can be expressed in terms of tree architecture, 
with, for instance, the dependency between a verb and its direct object involv-
ing a sisterhood relation, the closest possible relationship between two nodes 
in a tree.

Another typology of dependencies classifies them according to whether they 
involve bounded or unbounded processes. The former are local, typically, and 
are bounded by some domain, such as the word or the subcategorization domain 
of the verb (e.g., a verb syntactically and thematically specifies its arguments
and their thematic properties, as outlined in Pt. 3 above). Unbounded depen-
dencies, on the other hand, cross clause boundaries and penetrate into embed-
ded domains. Central examples of bounded dependencies are the following:

(7) Binding of reflexives: Harry thinks Sally likes herself/*himself
(8) Raising and control: *John seems that Fred assumes [ ___ to be a fool]. 

(Cf. It seems that Fred assumes John to be a fool.)

In (7), the antecedent of the reflexive pronoun must be within the same clause. 
In (8), John cannot “raise” over the assume clause. Thus, such operations are 
bounded. Compare the typical unbounded dependencies below, where any 
number of clause boundaries can separate the “gap” from its antecedent:

(9) Relativization: (This is) a man who I think Fred said that Jill believes that Tom
thought that Bill likes ___.

(10) Topicalization: Harry, I think Fred said that Jill believes that Tom thought that 
Bill likes ___.

Another central issue in syntactic theory concerns the various constraints on 
forming dependencies that exist in natural languages. A massive amount of lit-
erature has focused on such topics as “island” constraints, which are described 
in the syntactic literature with varying degrees of success, though not thereby 
explained. Essentially these are prohibitions against forming dependencies 
across certain types of structure. The metaphor suggests that a constituent on 
an island is stranded there, unable to form a dependency with elements outside 
that island. To illustrate:
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(11) *Who did she wonder whether Jim liked __ ? 
(Cf. She wondered whether Jim liked Jill.)

(12) *What did you believe the claim that the biologist proposed __? 
(Cf. I believed the claim that the biologist proposed the correct answer.)

(13) *What were they eating beans and ___ ? 
(Cf. They were eating beans and chips.)

Note in (11), however, that the constraint holds for dependencies created by 
movement, but not by pronominalization: That woman, I wonder whether John 
likes her.

An interesting question concerns whether or not the constraints on depend-
encies can be grounded in meaning. Many syntacticians argue that there are no 
semantic reasons for the observed phenomena. For instance, it is impossible 
in the majority of languages to extract an element from within a complex NP,
such as a relative clause or noun complement clause, as in (12). Evidence that 
this constraint is not semantically driven comes from the fact that the element 
can be easily parsed when in situ, as the grammatical sentence included for 
comparison in (12) illustrates clearly.

The needs of processing appear to provide a more promising explanation 
for the origins of constraints than do semantic causes. Intuitively speaking, 
the constraint-violating sentences appear difficult to process, as the relation 
between the filler and the gap is rather indirect in (11) and (12). Even the 
less obviously processing-related dependencies, such as agreement, are use-
ful in resolving ambiguity, by identifying antecedents. Complicating matters, 
however, is the fact that constraints on forming dependencies seem subject to 
extension. That is, they appear to be extended far beyond what is useful for 
parsing purposes. For instance, take the Coordinate Structure Constraint, illus-
trated by (13). In parsing terms, there is no obvious reason for the ungrammati-
cality of the construction, yet extracting an element from a conjunct is believed 
to be impossible in natural languages generally. However, it may be a mistake 
to assume that all constraints arise in the service of the parser: some clearly do, 
but in other cases there is no support for the idea that some particular constraint 
reduces ambiguity.

Moreover, any theory that suggests basing the origins of some aspect of 
grammar (such as constraints) on processing needs runs up against a problem: 
it is often still unclear how the processes postulated by syntacticians translate 
into parsing operations or other cognitive processes. Consider one well-known 
analysis (Emonds 1978; Pollock 1989) of the distinction between French and 
English in terms of the position of an adverb in relation to the fi nite verb:

(14) Je lis toujours le même journal.
I read.PRES.1S always the same newspaper
“I always read the same newspaper.”

(15) I always read the same newspaper.
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This analysis presupposes a single canonical underlying order for both lan-
guages. Under these proposals, the adverb is consistently adjoined to the verb 
phrase (VP) over which it has scope; to derive the different surface orders, the 
finite verb raises over the adverb in French, but not in English. Therefore, un-
der this analysis, the order V–Adv–O in French involves more movements than 
the order Adv–V–O in English. Can we expect to find any correlation with this 
increased syntactic complexity, for example, in processing or in acquisition? 
At present this remains an open question. The depth of the problem of ascer-
taining the relationship between the grammar and the parser can be illustrated 
by the central Merge operation. Merge applies from the bottom up (i.e., right 
to left in languages like English), yet sentences are produced and processed 
linearly in real time from left to right. The basic problem is that (correctly or 
incorrectly) syntactic theories have, in general, not been concerned with the 
question of what happens when one produces or comprehends a sentence (for 
moves in this direction, cf. Phillips 1997; Gibson 1998).

Related to this, it is as yet unclear to what extent posited movement process-
es refl ect neurological operations performed in the brain (Kaan, this volume). 
Clearly, the brain is in a real sense “aware” of dependencies between items in a 
structure, yet the relationship between grammatical operations and neurologi-
cal “operations” is still largely unknown (for a discussion on current research, 
see Friederici, this volume).

What Syntactic Phenomena Appear to be Universal and How 
Much Variation Is Possible among Nonuniversal Phenomena?

Two distinct approaches to syntactic universals have been taken in the literature 
over a period of many decades. The first is concerned with what we might call 
surface universals. This approach investigates easily identifiable and relatively 
superficial features of language and, in particular, the surface morphosyntactic 
features. Within this broad approach, encompassing the field known as linguis-
tic typology, the major concerns are to identify what properties may or must 
occur in every language, and the implicational relationships among the proper-
ties. As noted, such an approach stems from the work of Joseph Greenberg, in 
the early 1960s, and involves the postulation of dozens of mainly implicational 
universals, many of which involve word order. For instance, consider corre-
lates of basic word order along the following lines: if a language is OV (i.e., if 
the object precedes the verb) as in Japanese, we can predict that it will prob-
ably have postpositions rather than prepositions, complementizers following 
the clause, genitive–noun order, and so on; if the language is VO (i.e., if the 
object follows the verb) as in Welsh, we can predict that it will probably have 
prepositions rather than postpositions, complementizers preceding the clause, 
noun–genitive order, and so on.
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While many statistical universals of this nature have been proposed, sub-
sequent research shows that there are few examples of absolute universals 
of this superficial kind and that counterexamples are commonplace. Thus,
for instance, although the vast majority of VO languages are indeed preposi-
tional, some are postpositional (Dryer 1991, 1992), and although it was long 
believed that no language exhibits syntactic ergativity in the absence of mor-
phological ergativity, at least one exception to this has now been discovered 
(Donohue and Brown 1999). The hierarchical implicational universals are also 
less secure than was previously thought: one generally quite robust example 
has been shown not to be inviolable, namely the Keenan and Comrie (1977) 
Relativization Hierarchy. This is a hierarachy of relative clause formation on 
the various grammatical function positions, with the order Subject < Object < 
Indirect Object < Oblique < Object of comparison. The generalization is that 
if a language can form a relative clause on, say, indirect object position, it will 
always be able to form a relative clause on all of the higher positions on the 
hierarchy. Even here, there are systematic exceptions, so that languages are 
indeed found which can form relative clauses on lower but not higher positions 
(e.g., Larsen and Norman 1979).

Typologists have traditionally offered functional explanations for the uni-
versals observed. For instance, object initial languages are rare, and the ex-
planation offered for this fact involves the pragmatic principles of ordering 
old and new information. According to this explanation, the “natural” order 
presents old information before new information: subjects are topics and ex-
press old information; they are thus ordered before predicates (including ob-
jects), which express new information. However, object-initial languages have 
indeed been found, so the correlation is far from perfect. As noted, this kind of 
imperfect correlation is characteristic of typological universals.

The second approach to syntactic universals explores what we might call 
deep universals. In the generative approach, proposed universals are typically 
highly abstract properties of grammars, which may be related to surface ob-
servation only in indirect ways. Universals within this tradition are charac-
terized as “substantive” or “formal.” Substantive universals are available to 
all languages and include syntactic categories, such as V, N, Adj, and P, their 
phrasal projections (VP, NP, AdjP, PP) and syntactic features such as +V, +N. 
One problem here is that not all of the posited universals are found in every 
language. For instance, Vietnamese has no tense morphology. Do we say that 
this language has a tense phrase node but that nothing fills it? Or do we say that 
Universal Grammar is more like a toolkit from which languages choose the 
parts they want (Jackendoff 2002), thereby allowing Vietnamese to “abstain” 
from having a tense phrase? These are currently unanswered questions within 
this paradigm.

Formal universals (more abstract in nature) are at the heart of the genera-
tive program and include the principles and constraints that are said to govern 
the grammars of all languages. Under some current conceptions, these include 
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such basic operations as Move and Merge (see Rizzi, this volume), as well as 
locality and economy constraints. Under other current conceptions, all such 
principles reduce to a single unified notion of syntactic composition, and many 
of these constraints are eliminated or relegated to the processor.

Various issues arise as well. First, why do these universals exist? In the 
generative model, the standard answer is that they are innate, provided by 
Universal Grammar. Evidence for innateness is often drawn from poverty of 
the stimulus arguments. The central idea here is that certain properties are ob-
served that cannot be learned inductively.

Second, why, given Universal Grammar, are all languages not the same? 
Here the standard answer is that universals are parametrized, thereby resulting 
in linguistic variation (Chomsky 1981). So, for instance, all languages have 
heads (e.g., the verb in the VP, adjective in the AdjP), but the Head Placement 
Parameter stipulates that there will be two possible orderings, cross-linguisti-
cally, of a head in relation to its complement: head-initial and head-fi nal. The
child learning the language is able to “set” the parameter correctly on the basis 
of exposure to a small amount of data. The general assumption is that both the 
parameters and the choice of settings for them are innate.

Third, how is exceptionality handled? That is, one would not want to say 
that a particular feature found in only one or two languages is handled by an in-
nate parameter. In some cases, relatively superficial operations are said to mask 
the effects of parametrization. For instance, wh-movement generally moves 
the wh-phrase to the clause-initial position, and complementizers (closed-class 
words introducing subordinate clauses, such as whether in English) are also 
positioned to the left of the clause. In some languages, such as Vata, wh-move-
ment is indeed to the clause-initial position, but a question particle fi lls the
clause-final position, suggesting that Vata has final complementizers. One way 
to handle this exceptionality is an analysis in which the entire clause is moved 
leftwards, thus stranding the complementizer in the rightmost position (Kayne 
1994). Similarly, while over 90% of languages are subject-initial, a few are 
object-initial, as noted above, such as the OVS language Hixkaryana spoken in 
Brazil. One analysis (Kayne 1994; Baker 2001) suggests that the language is 
underlyingly SOV, like Turkish or Japanese, but the [OV] constituent moves to 
the left of the subject, giving the superficial appearance of OVS order.

Handling the relative frequency of each variant within generative gram-
mar is much more difficult than in the surface approach, though a few lin-
guists have attempted to build variation directly into the theory of parameters 
(Baker’s Parameter Hierarchy; Baker 2001). The essential problem is that it 
is very hard to predict what is probable and what is improbable in generative 
models, and why certain morphosyntactic features are more widespread than 
others. However, it may simply be the case that explaining variation is not part 
of what such models of grammar encompass.

One obvious question concerns whether the “surface” and “deep” approach 
to language universals can in any way be reconciled. A possible approach 
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along these lines comes from the work of John A. Hawkins (1990, 1994, 2004), 
which proposes parsing-based functional explanations for the observed fre-
quency of certain word orders. This predicts that in languages with consistent 
head placement, parsing will be easier because there is less distance between 
the heads of each phrase within a constituent. For instance, in a VP containing 
a head verb, a direct object and a PP, the heads will be “aligned” if the order is 
consistently head-initial, giving VO and preposition–NP order, or alternatively 
if the order is consistently head-final, giving OV and NP–postposition order.
Such languages are assumed to represent steady states. On the other hand, 
languages with inconsistent head placement (e.g., VO but postpositional) have 
“nonaligned” heads, and may represent transitional states. Another possible 
approach is that taken by Cinque (1999) and Julien (2002), which is generative 
but takes seriously the results of the typological program.

For any proposed universal, then, many possible explanations exist at vary-
ing levels of generality, some syntactic and others not. Constraints on move-
ment may be due to the nature of the short-term memory system. The general 
restriction of clauses to a maximum of four participants (most verbs take no 
more than three arguments) may in evolutionary terms be due to the primate 
system of visual representation, which cannot subitize more than four items 
(Hurford 2007). Much work remains in the untangling of the various factors 
underlying each universal.

Despite the fact that the universals proposed by generative grammarians 
have not, to date, been shown to be instantiated neurologically, many gram-
marians feel that abstract, high-level principles can guide empirical analysis in 
important ways. To illustrate, we first consider the hypothesis that tree struc-
tures are exclusively binary branching. This hypothesis has immediate analyti-
cal consequences which can be tested. Consider, for instance, VSO languages. 
If these appear to lack a surface VP constituent, one might assume that they 
should be analyzed as having a fl at, ternary-branching structure (i.e., with the 
verb, the subject and the object as separate constituents). However, it turns out 
that VSO languages exhibit the same kind of structural asymmetries between 
subject and object that are observed in SVO and SOV languages, which have 
an obvious hierarchical structure with a subject–predicate bifurcation (Rizzi, 
this volume). It therefore seems reasonable to postulate an underlying binary-
branching (SVO) order for verb-initial languages too, thus accounting for the 
subject–object asymmetries by proposing that such languages also have the 
subject–predicate division. The surface verb-initial order is then derived by 
head-movement (Rouveret 1994; Roberts 2005), with the verb head raising 
over the subject. Not all theoretical models would support such an analysis; 
see Borsley et al. 2007 for some discussion. Nonetheless, the facts remain to be 
explained, so alternative explanations must be sought by such models; for in-
stance, the asymmetries observed in VSO languages might be due to discourse 
asymmetries, rather than to binary branching (cf. Van Hoek’s 1997 analysis 
of English).
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Let us also consider the syntactic “empty categories” which are postulated 
within various models of generative grammar. As Bickerton (this volume) 
notes, the referential properties of empty categories cannot be learned induc-
tively, but depend on quite complex algorithmic processes obeying nonsuper-
ficial, abstract principles, and therefore constitute strong evidence for at least 
some form of innateness. Intriguing evidence for the existence of the empty 
categories traditionally known as pro and wh-trace comes from a phenomenon 
in Welsh known as syntactic soft mutation. Soft mutation is a morphophono-
logical process which changes the initial consonant of a word; most triggers for 
the process are lexical, and not of concern here, but one environment is purely 
syntactic. According to one analysis (Borsley and Tallerman 1996; Tallerman
2006), a phrasal category (XP) triggers the mutation on the initial segment of 
any following constituent which is a complement. Basic examples are shown 
in (16): the triggering phrasal category is bracketed, the element bearing the 
mutation is underlined, and its canonical form is given in parentheses:

(16) (a) Gwelodd [y ddynes] gath. (cath)
see.PAST.3S the woman cat
“The woman saw a cat.”

(b) Mae [yn yr ardd] gath ddu. (cath)
be. PRES.3S in the garden cat black
“There is a black cat in the garden.”

In (16a) for instance, the subject nominal phrase is the XP trigger, and the 
object bears the mutation (cath > gath); in (16b), the PP yn yr ardd (“in the 
garden”) is the XP trigger, and the predicate nominal cath ddu (“a black cat”) 
bears the mutation, which shows up as usual on the initial segment of the con-
stituent (cath > gath). What is interesting is that both pro and wh-trace are also 
XP triggers for syntactic soft mutation: compare (16a) and (17):

(17) (a) Pwy welodd wh-t gath. (cath)
who see.PAST.3S cat
“Who saw a cat?”

(b) Gwelodd pro gath. (cath)
see.PAST.3S cat
“He/she saw a cat.”

Although other explanations are of course possible, the XP trigger hypothesis 
neatly captures the facts and offers a strong generalization which holds across 
all available data. The data in (17a) also illustrates the fact, mentioned in the 
Introduction, that in a language with fronted wh-expressions, the wh-phrase
appears to occur in two distinct places within the clause, namely its surface 
position and its canonical, “underlying” position.

Finally, the question arises as to the biological (im)plausibility of complex 
abstract structures. Is it reasonable to propose that the Coordinate Structure 
Constraint in (13), for example, is innate? What does it mean for movement 
constraints to be evolvable biologically?
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One might suggest that we regard the principles which have been pro-
posed within generative grammar as in some sense metaphorical, and thus are 
awaiting some more biologically plausible explanation. However, it must be 
stressed that throwing out abstract principles does not obviate the need for 
an explanation for the observed phenomena. We need a way to express, for 
instance, which long-distance dependencies are possible and which are not, 
and it is equally clear that there must in fact be some biological explanation 
for the phenomena observed. The research question that remains for linguists 
and biologists is to frame the observed properties of language in some way 
that makes them amenable to a biologically realistic explanation. Unifying the 
results found within the two disciplines (and other natural sciences) in this 
respect is the ultimate goal.

The Genesis of Syntax: What Can We Conclude about Early 
Human Syntax from Syntactic Phenomena Observable Today?

What Can Pidgins and Creoles Tell Us about Syntactic Phylogeny?

Pidgins arise whenever it is necessary for people to communicate without a 
common language. Pidgin is characterized by the following properties:

absence of complex sentences,•
lack of consistent serial ordering,•
virtual absence of functional category words,•
frequent and random omission of both N and V with no systematic means •
of recovering the missing elements.

A pidgin may remain in this state indefinitely if it is used solely by adults. 
However, when children acquire a pidgin as their primary language, a creole 
arises. A single generation suffices for children to produce a full natural lan-
guage, with all the usual features that this entails.

Typical features of creoles include (but are not limited to) serial verb con-
structions and a uniform TMA (tense, modal, aspect) system, where the order-
ing of elements (T > M > A) is invariant in all cases. Serial verb constructions 
share a single subject, but are characterized by having two or more verbs un-
der the same intonation contour, with no subordinating or coordinating con-
junctions. The object is also shared by both verbs in the serial construction 
and is never repeated. The following example is from Seselwa (spoken in the 
Seychelles Islands):

(18) il pran ti lisyen tuye
he take small dog kill
“He killed the small dog.”
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There are notable parallels with constructions involving empty categories in 
languages such as English, suggesting that there may be an innate algorithm 
for recovering the reference of empty categories in such constructions. Note 
the parallels between (19a) and (19b):

(19) (a) Mary wants someone [ ___ to talk to ___ ].
(b) il pran ti lisyen [ ___ tuye ___ ]

The parallels with other languages that we see in creoles cannot arise from any-
where except from Universal Grammar, since children forming creoles have no 
other language input to guide them.

Turning to their TMA system, we find that creoles typically have one mark-
er for each of the three features: tense, aspect, and modality. These markers can 
occur either alone, or (modulo the fixed ordering noted above) combined with 
each other, in any of the eight logically possible ways, giving the following 
combinations of markers plus verb (including having no TMA marker at all): 
__ V, TV, MV, AV, TMV, TAV, MAV, TMAV.

It is notable that this same system occurs with only minor variations in two 
to three dozen unrelated creoles around the world. A reasonable conclusion is 
that this system is provided by Universal Grammar.

Finally, it must be emphasized that the similarities among creoles cannot 
possibly emerge from a common background, since the substrate languages 
spoken by pidgin speakers do not share these linguistic features.

What is the relevance of such languages to language evolution? While there 
are obvious differences between creole formation and the origins of human 
language, most notably in the rapidity of pidgin-to-creole development as com-
pared with the likely scenario in phylogeny, some aspects of the pidgin–creole 
cycle may be analogous to the development of the human language faculty in 
evolution. In particular, an order of phylogenetic development is suggested 
with regard to the features which do, and which do not, emerge in creoles. For 
instance, creoles develop TMA markers but they do not develop case markers. 
This suggests that case marking may be a more recent development in lan-
guage evolution. Moreover, creoles contain hierarchical structures, hypotheti-
cally formed by the Merge operation, but pidgins, which are much simpler,
do not. In pidgins, and therefore most likely in the precursor to true human 
language, words occur singly as a linear string with no hierarchical structure.

What Can Diachronic Processes Tell Us about Syntactic Phylogeny?

Language has both an ontogeny and a phylogeny: it comprises both individual 
development in human infants and genetic development in the species. Both 
processes, of course, have clear precedents in biology, but a third is uniquely 
human: diachronic processes in individual languages (i.e., their changes in his-
torical time). It is this biologically unprecedented developmental process which 
most directly shapes the morphosyntax of extant languages and also gives rise 



Kinds of Syntactic Phenomena to Explain and Replicate 153

to typological diversity. Diachronic changes, unlike pure evolutionary devel-
opments, are mediated by the process of cultural transmission, as languages 
are passed from one generation to the next. The nature of this transmission 
also means that the processes of attrition (erosion, elimination, simplifi cation, 
and loss) in language diachrony are starkly different from the corresponding 
process of simplification and restructuring in biological evolution.

In biology, due to genetic coding, evolutionary changes are virtually irre-
versible. Organs may be simplified, reduced, or altogether eliminated in extant 
adult structures. However, the process of both their innovation and elimination 
is still coded, in that order, in both the genome and, consequently, in onto-
genesis (Gould 1977). Whales do not skip their terrestrial mammalian genes 
and embryology because they are now back in the water with fish. Both their 
genome and their embryology bear testimony to (a) their emergence from the 
water and (b) their subsequent return.

In contrast, in the absence of hard-wired genetic and ontogenetic coding, 
the attrition of linguistics structures may be absolute; once the morphology is 
eroded, syntactic constructions can “decay” to the point of utter functional in-
efficacy. This leads to an eventual renovation process, whereby new structures 
are recruited to pick up the slack; this is known as the diachronic cycle (Givón 
1979). The diachronic cycle does not involve a reversal of directionality, mere-
ly the termination of one unidirectional process and the start of another cycle, 
in the same general direction, from scratch. As another cycle starts, a language 
may choose to pursue other structural options to perform the same communica-
tive function(s). At such points a language, or some functional domains within 
a language, may change in terms of structural type.

Despite the differences between diachronic change and biological evolu-
tion, there do appear to be adaptively driven linguistic processes. For example, 
the motivation for historical change is typically local, but the results are often 
global. Micro-variation in idiolects and dialects leads to macro-variation in 
languages and language families.

In concrete terms, diachronic change creates grammatical structure in lan-
guages via a bundle of processes known as grammaticalization. One major 
trend is that functional elements are derived from lexical elements, with the 
lexical words coming to play a more “grammatical” role, and also becom-
ing more abstract in meaning. Along with this, phonetic reduction typically 
occurs. Consider, for instance, the (putative) diachronic development of the 
future marker be going to in English.

(20) Stage 1: I am going to Durham. (Literal meaning involving movement from 
place to place)

Stage 2: I am going to sit in a chair all day. (Future marker, no movement 
necessary)

Stage 3: I am going to go to Durham next week. (Future marker plus verb of 
movement)
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Note that at stages 2 and 3, phonetic reduction to gonna is commonplace, but 
this is not possible at the initial stage 1.

Some general examples of typical grammaticalization processes are shown 
below: the lexical elements are on the left-hand side in each case, with the 
corresponding derived functional elements shown on the right. The diachronic 
process seen in (20), for instance, illustrates the development of a lexical verb 
(go) into a TA marker in English.

(21)

Verb

tense/aspect/modality marker

case markers

voice

�

�

�
��

�

�
�
�

//transitivity markers

complementizers

speech-act markers

(22)

Nouns

case markers (mostly locative)

classifiers

prono

�

�
��

�
�
�

uuns

nominalizers

(23)

Demonstratives

pronouns

articles (e.g.,  > indefini
�

�
�

��
this tte marker  definite marker

indefinite article

; that

one

�

�

Another kind of grammaticalization process is syntacticization, meaning the 
creation of new syntactic structure. For instance, complex sentences (i.e., those 
in which one clause is embedded inside another clause) emerge in diachrony 
from conjoined clauses, so that two clauses initially occurring one after the 
other turn into a complex sentence. A good example of syntacticization may 
be argued to have occurred in the recent history of colloquial French, turning 
an emphatic “left dislocation” construction such as (24a) into a simple nonem-
phatic clause (24b):

(24) (a) Moi, je (ne) sais pas.
 me I NEG know NEG

“As for me, I don’t know.”
(b) Moi je-sais pas.

me AGR.1S-know NEG

“I don’t know.”

In (24a), the optional, left-dislocated strong pronoun moi (“me”) adds empha-
sis and is associated with a specific intonation, while the main clause has its 
own distinct subject, the weak pronoun je (“I”). In the later stage, (24b), the 
pronoun moi is now the obligatory subject pronoun and is amalgamated into 
the main clause in terms of intonation, while the erstwhile subject je is now 
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even further reduced phonetically and is affixed to the verb itself as a fi rst 
person singular agreement marker. This example also illustrates the diachronic 
cycle mentioned above. In French diachrony, the verb endings have undergone
attrition, becoming phonetically opaque in the modern language: (je) sais (“I 
know”) is pronounced the same as (il) sait (“he knows”). The affixation of the 
weak pronoun to the verb starts the cycle over again, producing an entirely 
new first person singular marker. Note also that this is a prefix, whereas the 
former agreement markers (the endings with a distinct pronunciation in Middle 
French) were suffixes: colloquial French could thus be considered to have un-
dergone the kind of change in structural type noted above.

One school of thought (e.g., Heine and Kuteva 2002) considers that these 
same types of grammaticalization processes were also operative in the course 
of evolution, so that the earliest syntactic categories in protolanguage or in 
full language were solely lexical, with functional elements being created from 
these. It might be objected that the full cycle from lexical category to func-
tional category to inflection can take place in 1000 years or less, whereas hu-
man language has probably been in existence for 100 times longer than this. 
However, given that inflectional markers are subject to quite rapid phonologi-
cal decay, this cycle could have been repeated many times since the dawn of 
language. Moreover, no other plausible source for inflections and other gram-
matical markers has yet been proposed.

What Can Ontogenetic Processes Tell Us about Syntactic Phylogeny?

It is an interesting question whether child language development provides evi-
dence about the origins and evolution of language. To review some basic facts, 
a pre-grammatical stage in infants lasts until roughly the end of the fi rst year,
followed by a one-word stage lasting until around 1;8 (i.e., one year 8 months); 
this stage is characterized by comprising around 95% nouns. The two-word 
stage (roughly from 1;6 to 2;4) consists of N–N and V–N combinations, with 
the latter slowly increasing in frequency. During this stage, constructions and 
morphology also begin to be acquired, gradually.

Verb complements are acquired quite early, beginning at about the age 1;8. 
Deontically oriented complements (e.g., those of “want” or “let”) are acquired 
before those of epistemic verbs such as “know,” “think,” “say,” and “see.” 
Relative clauses are acquired much later (3;0–5;0), when the child begins to 
tackle communicative tasks of complex reference.

It is worth noting that there is almost certainly more grammatical structure 
in the child two-word stage than previously thought. For instance, in French the 
order of the negative marker with respect to the verb reflects exactly the same 
order as in adult speech, distinguishing between pas manger (“not eat”) with a 
nonfinite verb, but mange pas (“eat not”) with a finite verb. In other words, the 
correct adult order is produced even at this stage. Similarly, in German VO and 
OV order appears, at the same stage, in the correct places, the former occurring 
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with finite verbs and the latter with nonfinite verbs. It may well be the case, 
then, that the superficially simple appearance of the infant two-word stage is 
misleading in terms of an underlying syntactic complexity.

What bearing might child language acquisition have on evolution? First, 
consider the domain of reference: children start with nondisplaced utterances 
and only later acquire displaced reference (i.e., the ability to talk about enti-
ties or events which are not observable in the here-and-now). We surmise that 
humans are the only species controlling displaced reference. Second, we know 
that animal communication is almost always manipulative and deontic, rather 
than declarative. The linguistic communication of human infants starts off the 
same way, with declarative sentences emerging later on.

It is possible, then, that linguistic features that emerge in ontogeny might 
be precursors of full language in the human species. In other words, like the 
development of pidgins to creoles, and the development of grammatical items 
in diachrony, the development of language in children ontogenetically might 
be a window on language evolution.

Such “recapitulationist” arguments are far from uncontroversial: see, for in-
stance, the detailed critique of the “windows” methodology outlined by Botha 
(2006a, b, 2007). The problem is, however, that in the absence of other strong 
evidence for processes occurring in language evolution, recapitulationist argu-
ments have become practically the default.

Conclusion

We have attempted to present an overview of the major syntactic phenom-
ena requiring an explanation as part of the evolved biological capacities of 
our species. We outlined the main building blocks of syntax, concentrating 
specifically on lexical categories and functional categories, and examined hi-
erarchical structure and recursion, particularly in light of proposals that this is 
the only uniquely human characteristic in the language faculty. We discussed 
the typology of the dependencies that exist between syntactic elements and 
considered the relationship between such dependencies and the needs of the 
human parser. Further, we considered syntactic universals of various kinds and 
their treatment within different grammatical traditions, and examined possible 
responses to exceptional constructions. Some evidence was presented in favor 
of abstract, high-level grammatical principles. Finally, we asked whether any 
evidence concerning the (unobservable) evolution of syntax itself can be gath-
ered from an examination of different kinds of observable syntactic phenom-
ena. In this regard, we considered the development of creoles from pidgins, the 
diachronic processes involved in language change, and the ontogenetic devel-
opment of language in infants.

In terms of syntactic analyses, Occam’s razor suggests that the most parsi-
monious solution consistent with the facts is always the best solution, an idea 
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that has constrained linguistic theorizing (at least implicitly) for many decades. 
In many formal models of grammar, the evaluation metric is economy, simplic-
ity, and elegance, thus leading to postulations that meet with Occam’s razor.
We have no evidence, however, that this same metric has any evolutionary 
validity. It may well be the case that less elegant theories are more in keep-
ing with evolutionary precepts. Our present state of knowledge concerning the 
workings of the brain is not sophisticated enough to ensure that the solution 
considered to be most economical and elegant by syntacticians also refl ects 
the workings of the human brain. Evidence from biology suggests that the 
most parsimonious explanation is not necessarily the correct solution, since 
systems display a great deal of redundancy. At the same time, there is little 
brain-based evidence to suggest that we should strive to build redundancy into 
our syntactic analyses.
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Possible Precursors of Syntactic 
Components in Other Species

Austin T. Hilliard and Stephanie A. White

Abstract

Language is a uniquely human phenotype. One might thus view language as a whole-
sale innovation and thereby limit inquiry into its evolutionary and neurobiological basis 
to noninvasive techniques. Alternatively, one may consider that other species possess 
subcomponents of language and that a comparative approach opens the door to con-
trolled experimental investigations into the molecular, cellular and synaptic basis of 
vocal learning, a key subcomponent of language.

Introduction

Human linguistic syntax is the system of forming complex signals and the 
mapping of these signals onto conceptual/intentional representations. As such, 
syntax provides  compositionality: it serves to combine a fi nite number of 
meaningful units to produce an infi nite variety of sequences with larger mean-
ings. This ability for limitless recombination appears uniquely human (Hauser 
et al. 2002). However, less sophisticated rule systems for recombining units 
and recognizing sequences of communication signals, or other stimuli, exist in 
animals and form the focus of this contribution.

Why Other Species?

How the human language singularity evolved remains a puzzle. We argue that 
a comparative approach examining  animal communication and its underlying 
neural basis can inform studies of human language evolution. Biologists refer 
to the study of animals for the purpose of understanding the human condition 
as using an “animal model.” While no animal model can fully capture any 
aspect of language, preadaptations for subcomponents of language, including 
syntax, most likely exist in nonhuman species. The alternative idea that syntax 
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appeared in toto, via one fortuitous mutation, in a manner unique to humans, 
is not parsimonious. Rather, similar environmental and biological constraints 
on vocal communication have likely driven parallel solutions across multiple 
 animal groups, examples of which we discuss below, with an emphasis on the 
meaningless syntax of  songbirds. These preadaptations, coupled with the bio-
logical and cultural evolutionary interactions, discussed by Számadó et al. (this 
volume), may have combined in the hominid lineage to produce the unique 
language phenotype.

Any user of vocal communication signals must be able physically to transmit 
and receive these sounds. A co-requisite is the ability to convey (even passive-
ly, as in advertising the size of one’s larynx simply by vocalizing) and decode 
behaviorally important information in vocal signals. Here, we focus on a nar-
rower target, namely, vocal learners, or animals with the experience-dependent 
capacity to learn these production skills, and the neural basis that gives rise to 
this capacity. Vocal learning requires the ability to coordinate precisely and 
rapidly complex sequential movements of lingual, vocal, and respiratory mus-
culature in order to mimic conspecifi cs or create new sounds. Although in-
nate abilities may point to parallel mechanisms, from a biological perspective, 
neural circuitry that is capable of learning seems most likely to capture the 
unbounded features of language, a learned behavior. We sometimes broaden 
our perspective from the learning of vocal skills to the learning of any motor 
skill. The mechanisms which underlie  vocal learning in more common neural 
circuits may form the evolutionary roots for the neural basis of speech.

Which Other Species?

Vocal learning depends upon hearing conspecifi c vocalizations as well as one’s 
own. Comparison of these inputs determines whether neurobiological chang-
es must occur for adaptive modifi cations of vocal output. Tests for the vocal 
learning capacity often rely on deprivation of these acoustic inputs and de-
termination of whether the subsequent vocal output is abnormal. Deprivation 
can be drastic (such as deafening), dramatic (as in rearing in the absence of 
conspecifi c vocalizations), or refi ned (e.g., transient distortion of key audi-
tory inputs). A noninvasive method examines whether changes in vocal output 
during normal development are more substantial than those expected due to 
physical maturation of the vocal apparatus (Fitch 1997) or are uncharacteristic 
of their species. Marine mammals,  bats, and  elephants are thereby considered 
vocal learners (Boughman 1998; Janik et al. 2006; Suzuki et al. 2006; Poole et 
al. 2005). By a majority of these tests, passerine birds of the oscine suborder, 
known as songbirds, are vocal learners as well.
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Birdsong as a Unique Model System: Parallels between Song and Speech

 About half (~4,500) of the extant avian species are songbirds; their phenotypic 
distinction is that they learn part of their vocal repertoire. This ability is shared 
with hummingbirds and parrots, which are in separate avian orders, raising the 
hypothesis that vocal learning emerged three times, independently, in the avian 
lineage. Among the identifi ed vocal learners, songbirds are the most amenable 
to controlled experimentation. Certain species, such as  white-crowned sparrows
(Zonotrichia leucophrys),  zebra fi nches (Taeniopygia guttata), and  Bengalese 
fi nches (Lonchura domestica, also known as society fi nches), are small and 
breed in the laboratory. As a result, much about their song learning and its un-
derlying neural bases is known. Songbird researchers divide song into songs, 
bouts, phrases, motifs, syllables, and notes (Konishi and Nottebohm 1969). 
Notes are the smallest unit, combining together to form syllables. Two or more 
syllables may group together to form a phrase. A motif is a sequence of notes 
and/or syllables that are repeated in a stereotyped order. One or more motifs or 
phrases followed by an interval of silence constitute a bout of  song. (Brenowitz 
et al. 1997). Song phonation refers to the acoustic features such as amplitude, 
mean frequency, frequency modulation, amplitude modulation, and entropy. 
Song  syntax refers to the temporal order of these features within a song (e.g., 
the order of syllables within a motif or phrases within a song).

Song and speech learning share key features, including dependence on hear-
ing and on social interactions with conspecifi cs (Doupe and Kuhl 1999). Both 
occur during critical developmental phases beginning with an early perceptual 
phase where, in the case of songbirds, the song of an adult male is memorized. 
In humans, this corresponds to a time of universal speech perception when a 
baby listens to speech, but does not yet produce any learned vocal output. In 
a second phase, known as sensorimotor learning, both songbirds and humans 
practice and refi ne their own vocalizations in order to mimic adult sounds. In 
normal children, the onset of sensorimotor learning is marked by babbling at 
~6 months and results in fi rst words at ~one year, with two word combinations 
occurring at ~two years. Thereafter, word production and syntactical recombi-
nation takes off and can continue, to a degree, throughout life. In contrast, the 
degree of fl exibility in mature songbirds depends upon the species.

By the time zebra fi nches reach sexual maturity, their previously variable 
songs have stabilized through a process termed crystallization. The unchang-
ing song of adult zebra fi nches appears to contrast with the less limited capac-
ity of human language. Yet other songbird species, such as mockingbirds, are 
capable of learning new songs throughout life. The maintenance of mature 
zebra fi nch song requires continuous auditory feedback, as it gradually dete-
riorates in deafened birds (Nordeen and Nordeen 1992; Brainard and Doupe 
2000). Deafening-induced song deterioration is even faster in Bengalese fi nch-
es (Woolley and Rubel 1997). Adult birdsong can be temporarily disrupted 
in intact birds exposed to abnormal auditory feedback (Cynx and Von Rad 
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2001). Similarly, adult speech depends on ongoing auditory feedback. Finally, 
as is evident to anyone trying to learn a new language after puberty, the hu-
man faculty for language peaks in youngsters. Thus, comparison of all of bird-
song to human speech reveals both developmental constraints as well as rela-
tive openness to experiential input throughout life, and ongoing dependence 
on audition.

Beyond behavior, the neuroanatomical circuits underlying song and speech 
show additional parallels (Jarvis 2004). While the lateralized cortical regions 
classically known as Broca’s and Wernicke’s areas are arguably unique to hu-
mans (cf. Taglialatela et al. 2008 for chimpanzees), emerging evidence impli-
cates subcortical brain structures, notably, the cerebellum and basal ganglia 
as critical for language and speech. The planning and execution of complex 
motor skills involves circuits that run through the cortex, basal ganglia, thala-
mus, and back to the cortex (Liebermann 2006). Relevant here, songbirds use 
similar loops during learning and production of song (Figure 8.1).

The collection of brain areas specialized for song is referred to as the song 
circuit and is well characterized, partly due to its sexual dimorphism in spe-
cies such as the  zebra fi nch (Nottebohm and Arnold 1976). Subregions within 
the cortical-like pallium, the basal ganglia, and thalamus are prominent and 
interconnected only in males. Neurons within these subregions are dedicated 
to song, lacking regular fi ring patterns during performance or perception of 
other behaviors or stimuli. The  song circuit is comprised of two interconnected 
pathways that each stem from the cortical-like (pallial) HVC, analogous to 
association cortex in humans (Figure 8.1). In the fi rst, known as the vocal 
motor pathway, auditory inputs enter the circuit at HVC. A subset of HVC 
neurons projects their axons to a region analogous to primary motor cortex. 
These neurons, in turn, make direct projections onto brainstem motor neurons, 
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Figure 8.1 Schematic comparison of the avian song circuit and human cortico-basal 
ganglia-thalamo-cortical circuitry. The cortex is white, basal ganglia dark gray, and thal-
amus, light gray. (a) A composite sagittal view of songbird telencephalon is depicted on 
the left. Auditory input (not shown) enters the song circuit at HVC, the neurons of which 
contribute to two pathways: the vocal motor pathway (stippled arrows) and the anterior 
forebrain pathway (plain arrows; adapted from Teramitsu et al. 2004). (b) Human cir-
cuits. HVC: high vocal center; RA: robust nucleus of the archistriatum; DLM: dorsolat-
eral thalamus; LMAN: lateral magnocellular nucleus of the anterior nidopallium.
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which control the muscles used in singing (Nottebohm et al. 1982; Wild 1993). 
The direct connectivity between high-level cortical-like regions and the motor 
neurons that control the  song organ is reminiscent of similar motor cortical 
projections in humans (and raccoons), which bypass brainstem way stations 
and directly contact fi nger motor neurons (Sereno 2005). This privileged ac-
cess between high-level brain area and effector may underlie the enormous 
fl exibility of motor output in each system. The second pathway indirectly links 
HVC to RA via forebrain structures and includes the striatal nucleus Area X, 
and the lateral portion of the magnocellular nucleus of the anterior nidopallium 
(LMAN). LMAN neurons rejoin the pathways by projecting to RA. This an-
terior forebrain pathway (AFP) is required for song modifi cation, most promi-
nent during sensorimotor learning (Bottjer et al. 1984; Scharff and Nottebohm 
1991; Okuhata and Saito 1987; Sohrabji et al. 1990), but also during mainte-
nance of adult song (Brainard and Doupe 2000; Williams and Mehta 1999). 
The essential point is that the pathway allowing for song modifi cation and 
maintenance is similar to the cortical loops that underlie the planning and ex-
ecution of complex sequential movements in humans.

The FOXP2 Puzzle Piece as a Genetic Example

A transcription factor known as  FOXP2 was identifi ed in 2001 as the mono-
genetic locus of a mutation causing an inherited speech and language disorder 
(Lai et al. 2001). Instantly, FOXP21 fl ashed as a key piece in the puzzle that, 
through interactions with other molecules, patterns the brain for language. 
Although the inherited disorder is not chiefl y syntactical in nature, there is a 
morphosyntactic component (see below). Further, the FOXP2 story demon-
strates how biologists, neurologists, and linguists can work collaboratively to 
uncover pieces of the neuromolecular puzzle underlying language.

The KE Family and Others

The FOXP2 discovery emerged from clinical characterization of the  KE family. 
Of several expressive and receptive linguistic features, their most prominent 
defi cits are in sequencing of orofacial movements especially those required 
for speech, referred to as  verbal  dyspraxia. Whether their cognitive defi cits are 
in addition to, or a consequence of, their motor defi cits is an area of ongoing 
investigation. Affected members have morphosyntactic diffi culties as exempli-
fi ed by their inconsistency in adding suffi xes such as s for plurals or -ed for ac-
tions occurring in the past (Vargha-Khadem et al. 2005). Moreover, their gross 

1 By convention, human “FOXP2” is capitalized, mouse “Foxp2” is not, and “FoxP2” denotes 
the molecule in mixed groups of animals. Italics are used when referring to genetic material 
such as FoxP2 mRNA (Carlsson and Mahlapuu 2002).
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 orofacial  dyspraxia is relevant here, given our broad interest in the capacity to 
generate complex sequenced movements.

The identifi cation of the genetic basis for the KE phenotype hinged on 
the discovery of an unrelated individual, CS, who exhibited similar defi cits. 
Examination of CS’s chromosomes revealed an easily detectable rearrange-
ment, one end of which interrupted the gene encoding FOXP2, a transcription 
factor with unknown neural function. FOXP2 was known to be a transcription-
al repressor in lung, binding to sequences in the noncoding region of its target 
genes, thereby decreasing their expression levels. Subsequent analysis of the 
KE family FOXP2 sequence revealed a single point mutation in the DNA bind-
ing domain of the molecule. Since 2001, additional cases of  verbal  dyspraxia 
linked to FOXP2 have emerged, including a mutation that truncates the protein 
prior to the DNA binding domain (Macdermot 2005). These mutations impede 
FOXP2 from binding to its transcriptional targets (Vernes et al. 2006).

Imaging studies comparing affected to unaffected KE family members 
have revealed the neuroanatomical bases for their defi cits. Affected individu-
als have bilateral abnormalities in the basal ganglia and cerebellum, in addi-
tion to cortical abnormalities including the Broca’s area in the inferior frontal 
gyrus. Altered amounts of gray matter in these regions are accompanied by 
their underactivation during tasks of verbal fl uency (Vargha et al. 2005; Belton 
et al. 2003; Liegeois et al. 2003). These fi ndings suggest that a mutant copy 
of FOXP2 during development results in the malformation of brain structures 
later used in the control of orofacial musculature important for speech.

Progress in Animal Models

Advances in understanding  FoxP2 neural function have been made in song-
birds and mice (White et al. 2006). As in humans, FoxP2 is expressed in the 
cortex/pallium, striatum, and thalamus of these animals during development, 
consistent with a role in forming these structures (Ferland et al. 2003; Lai et 
al. 2003; Takahashi et al. 2003; Teramitsu et al. 2004; Haesler et al. 2004). In 
 songbirds, expression persists in adults when FoxP2 mRNA and protein are ac-
tively regulated in the striatal song circuit region Area X when birds sing under 
certain social conditions (Teramitsu and White 2006; Miller et al. 2008). This 
implicates the molecule in the functional use of song circuitry. Beyond corre-
lation, tests of molecular function rely on being able to manipulate molecular 
expression. The technology for manipulating genes in birds is not yet routine. 
Thus, Haesler et al. (2007) exploited viruses for their ability to enter cells and 
express foreign molecules. They used lentiviruses to express short hairpin se-
quences of RNA designed to knockdown FoxP2 expression. Virus was injected 
bilaterally into Area X of juvenile birds, which were then given the opportunity 
to learn their tutors’ songs. Strikingly, in adulthood, their song copies lacked 
precision. The acoustic abnormalities were reported to resemble those exhib-
ited by children with developmental verbal dyspraxia in that syllable structures 
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and duration were abnormally variable. Regarding syntax, the jury is still out. 
No difference in the consistency with which knockdown birds ordered their 
syllables was detected, although the knockdown group had greater variabil-
ity on this measure. Further, in the three sets of exemplar spectrograms, only 
the control pupils’ syllables occur in the same order as those of their tutors. 
Perhaps more robust alterations in syntax would emerge with testing of more 
subjects, or with a consistently high percent of viral transduction (20 ± 10% 
of the Area X neurons were affected), or by testing other species with more 
sophisticated syntax (e.g., the  Bengalese fi nch).

The technology for introducing inherited transgenes is well developed in 
mice, enabling functional tests of molecular manipulations. Thus far, four 
groups have used transgenics to alter  Foxp2 in  mice. In the fi rst, Shu et al. (2005) 
produced a null mutation, creating intermediate Foxp2 levels in heterozygotes 
and undetectable levels in homozygotes compared to wild-type animals. As ex-
pected, the homozygous phenotype was the most dramatic with pups dying by 
postnatal day 21. Several behavioral tests were run, including examination of 
ultrasonic vocalizations. Although no spatial learning defi cit was detected with 
the Morris water maze test, a major fi nding was that stranded heterozygous 
pups had reduced numbers of ultrasonic isolation calls, which typically cause 
the dam to retrieve the pup. The calls were reported to be acoustically normal, 
yet their decreased numbers in heterozygotes relative to wild-type pups was 
taken as evidence for a specifi c effect of Foxp2 on mouse vocalizations.

Subsequent studies did not aim to knock out Foxp2 but rather to mutate it. 
Groszer et al. (2008) generated lines of mutant mice by exposing founder males 
to N-ethyl-N-nitrosourea (ENU) which induces mutations randomly across 
the genome. The genomic DNA from >5,000 offspring was then screened. 
Incredibly, a mouse that carried the KE-like mutation in its Foxp2 gene was 
identifi ed. While labor intensive, the ENU methodology does not introduce 
stretches of foreign DNA into the host, and backcrossing is used to remove 
nonrelevant mutations. In contrast to the heterozygous nulls described above, 
the heterozygote pups generated by Groszer et al. emitted similar numbers of 
normally structured isolation calls as their wild-type littermates. Analysis of 
different calls and call properties led the authors to conclude that severe Foxp2 
mutations cause developmental delays. Rather than loss of a specifi c function 
of Foxp2, these generalized delays may underlie the lower number of calls in 
the heterozygous nulls. Assuming such calls are unlearned (which is likely 
given their function in newborn mice), the normal calls and call numbers of 
the KE-like heterozygotes are not surprising, as they reinforce the notion that 
FoxP2 is critical for learned skills such as speech in humans or other procedur-
ally learned behaviors in nonvocal learners.

In line with this idea, the heterozygote KE-like mice showed defi cits on two 
assays of motor skill learning: the accelerating rotorod and the tilted voluntary 
running wheel. Further, in these mice, neurons in the dorsal striatum, a region 
implicated in motor skill learning (Dang et al. 2006), lacked a form of synaptic 
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plasticity known as long-term depression. Synapses in the cerebellar cortex 
also showed altered plasticity. Together, these fi ndings depict a developmental 
role for Foxp2 in motor-skill learning, involving cortico-striatal and cortico-
cerebellar circuitries, that extends to the learned speech of humans, but not to 
the unlearned calls of mice. Fujita et al. (2008), however, used targeted genetic 
recombination to generate KE-like heterozygote pups that had disrupted calls, 
raising a discrepancy between studies. This method necessarily leaves foreign 
genetic material in the animal, which may account for the different fi ndings. 
Some resolution may emerge as other mice are generated with “conditional” 
mutations that can be switched on or off throughout life. Interestingly, while all 
three studies discussed thus far detected cerebellar abnormalities, only Groszer 
et al. (2008) found striatal ones.

Finally, rather than creating a loss of function phenotype, Enard and col-
leagues investigated whether the two amino acids from the FOXP2 sequence 
that, among primates, are unique to the human form (Asn at position 303 and 
serine at 325, Enard et al. 2002), would promote a new function when inserted 
into mice. At the time of this writing, the full results are not yet available, but 
a preliminary report suggests that the human-like sequence promotes neurite 
outgrowth and synaptic connectivity in the striatum (Enard et al. 2002). This 
observation, together with the disrupted striatal plasticity in mice with the KE-
like mutation, the imprecise song copying of birds with lower striatal FoxP2 
levels, and the altered striatal structure and activation in affected KE family 
members reinforce the importance of the striatum in skill learning. Perhaps 
FoxP2 function is critical for species-typical skills, be it mouse locomotor co-
ordination, birdsong, or human speech.

FoxP2: Achieving Specifi city

FoxP2 is expressed in most, if not all, body organs (Lu et al. 2002) and is 
present across the animal kingdom. The human mutant phenotype, however, 
appears restricted to neural function and, most generally, to learned motor con-
trol of the mouth and face, which does not extend to other body parts (Vargha-
Khadem et al. 2005). How this specifi city occurs requires consideration not 
just of the sequence that makes up FoxP2 itself, but also of the gene regulatory 
networks in which it participates.

FoxP2 Molecular Evolution

It is tempting to hypothesize that in certain phylogenetic lineages the molecular 
sequence of  FoxP2 is critical for specialized acoustic motor function. However, 
only among primates is there an obvious correspondence between amino acid 
changes and vocal learning capacity. Accelerated evolution occurred in pri-
mates along the lineage between chimpanzees and humans (Enard et al. 2002), 
and in the human coding sequence, two amino acids are distinct (Zhang et al. 
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2002). Carnivores (who are not thought to learn vocalizations) share one of 
these two. Further confusing the picture, there is no correspondence between 
FoxP2 sequences and  vocal learning abilities in birds (Webb and Zhang 2005) 
or acoustic motor abilities in bats (Li et al. 2007). Despite ignorance of the 
pressures driving accelerated evolution in primates, the fi nding of the modern 
human FOXP2 form from Neanderthal bones reopened the question of whether 
these archaic hominids possessed a protolanguage (Krause et al. 2007).

The diffi culty in relating a single gene sequence to a complex behavioral 
phenotype highlights the fact that genes do not specify behaviors or cogni-
tive processes (Fisher 2006). Instead, they make bits of biological machin-
ery, things like signaling molecules, receptors, and regulatory factors such as 
FoxP2. These tiny machines interact in complex networks, and those networks 
are themselves cogs in larger hierarchical arrangements (Barabasi and Oltvai 
2004). Thus, although FOXP2 is implicated in speech and language impair-
ment and neuroligins NLG3 and NLG4 in  autism (Jamain et al. 2003), these 
genes cannot be considered “a gene for speech and language” or “genes for 
sociality.” Coding variants of FOXP2 have not been found in  specifi c language 
impairment (SLI), and the relevance of NLG3 and NLG4 variants for common 
disorders remains open (Fisher 2006). The information carried in the genotype 
is simply the starting point for cascades of molecular, cellular, and systems-
level interactions in the brain. As such, the discovery of the KE family and 
others with similar mutations is a fortuitous clue to the puzzle of the complex 
genetic basis of speech and language. The molecular targets of FoxP2’s tran-
scriptional regulation are the next set of interactors in the puzzle.

Gene Targets

Recently, the technique of chromatin immunoprecipitation coupled with gene 
promoter microarrays (ChIP-chip) was used by two groups to identify molecu-
lar targets of FOXP2 in human tissue (Spiteri et al. 2007; Vernes et al. 2007). 
This method uses an antibody to grab onto FOXP2 in fl agrante (i.e., within a 
biological tissue and in the act of binding to the noncoding promoter regions 
of its target genes). After chemical dissociation, these DNAs are hybridized to 
microarray chips spotted with many samples of different known genes. A posi-
tive hybridization signal indicates that the spotted gene is likely a FOXP2 tar-
get. A variation of this method is referred to as ChIP-seq, in which, following 
dissociation, the target DNAs are directly sequenced to reveal their identities, 
an approach that we will return to at the end of this section.

Using ChIP-chip, Vernes et al. (2007) looked for targets in human  SH-SY5Y 
cells, useful for studying neural processes while Spiteri et al. (2007) investigat-
ed FOXP2 targets in human fetal basal ganglia (BG) and inferior frontal cortex 
(IFC)—two main areas of dysfunction in people with FOXP2 mutations—and 
in human fetal lung. Spiteri et al. identifi ed ~175 targets in each tissue, many 
of them overlapping. Most intriguing are the eight targets enriched in both 
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brain areas but not in lung, three of which are involved in central nervous sys-
tem development, including cortical patterning. Gene ontology and pathway 
analyses were used by both groups to investigate the strongest signals and 
revealed enrichment for molecules involved in ion transport, cell signaling, 
neurite outgrowth, and synaptic transmission. The Wnt/Notch signaling path-
way was highlighted in the  SH-SY5Y cells (Vernes et al. 2007). In mammals, 
Wnt genes are known to play a major role in forebrain patterning during devel-
opment, consistent with the idea that FOXP2 targets in this pathway mediate 
structural changes in these regions. Additional targets have links to learning 
(Spiteri et al. 2007), which suggests a function for FOXP2 signaling cascades 
in activity-based sculpting of neural connections. This is intriguing in light of 
our own work, which shows down-regulation of FoxP2 in the striatal Area X 
of the  song circuit when adult  birds practice, but not when they perform their 
songs (Teramitsu and White 2006). As song practice is more acoustically vari-
able, we posit a role for avian FoxP2 in adult neural and behavioral plasticity. 
Fourteen of the FOXP2 targets found by Spiteri et al. (2007) show accelerated 
evolution likely via positive selection, together comprising a genetic cohort 
potentially related to human cognitive specializations integrated by the BG 
and IFC, including speech and language. The signifi cant overlap between the 
targets found in the BG and IFC and the targets identifi ed in SH-SY5Y cells 
further validates both studies.

Signifi cance of Gene Networks

Uncovering the genetic basis for a complex trait is a task rife with many chal-
lenges, yet just as many adaptive strategies are coming into use (Fisher et al. 
2003; Felsenfeld 2002). One exciting strategy for investigating gene networks 
underlying complex traits was developed at our home institution, UCLA. 
 Weighted gene co-expression network analysis (WGCNA) identifi es groups of 
functionally related genes through statistical analysis of gene expression mi-
croarray data (Zhang and Horvath 2005). Until recently, the interpretation and 
analysis of microarray data has resulted in little more than lists of potentially 
interesting genes, left to be functionally validated via more traditional mo-
lecular techniques. That is because researchers have generally only considered 
genes in isolation, and whether they are expressed at different levels between 
control and experimental samples. A major drawback of this approach is the 
statistical diffi culty inherent in comparing long lists of data points from insuf-
fi ciently large sample sizes.

WGCNA takes a step back from the search for single differentially ex-
pressed genes, instead identifying groups of genes whose expression levels 
co-vary, called modules. The modules are defi ned via hierarchical clustering 
and are correlated to the trait of interest. In this way, multiple hypothesis prob-
lems are alleviated, and the investigator can be confi dent in the reproducibility 
of his/her results. By considering the functional activity of groups of genes, 
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WGCNA  has thus far yielded robust and compelling fi ndings for various traits, 
including identifi cation of novel genes involved in brain cancer, gene path-
ways relevant to atherosclerosis, and genes that are key drivers of evolutionary 
change in humans (Horvath et al. 2006; Gargalovic et al. 2006; Oldham et al. 
2006). Language may very well be the most complex of traits. Application of 
WGCNA or similar strategies to high throughput data on FOXP2 gene targets 
promises to help piece together the molecular puzzle underlying language.

The CNTNAP2 Connection

Discovery of gene networks using microarrays is technically limited by the 
number of genes that are printed on the arrays; often an incomplete set. An 
alternative approach is to identify target genes by direct, so-called “shot-
gun” sequencing. This unbiased approach was recently used by Vernes et al. 
(2008) to great effect. It identifi ed the contactin-associated protein-like 2 gene 
(CNTNAP2) that encodes a neurexin protein, called CASPR2, as a direct target 
of FOXP2 transcriptional repression. In the brain, association of presynaptic 
neurexins with postsynaptic neuroligins is thought to be a key event in synap-
togenesis (O’Connor et al. 1993; Dean et al. 2003). Accordingly, during human 
fetal brain development, CNTNAP2 expression is enriched in areas of the cor-
tex that give rise to language, while in developing rodents, its cortical expres-
sion is diffuse (Alarcón et al. 2008). The human CNTNAP2 cortical pattern is 
opposite that of FOXP2 (i.e., FOXP2 levels are high where CNTNAP2 levels 
are low), consistent with FOXP2 repression of this transcript. As mentioned 
above, FOXP2 variants have not been associated with SLI nor with common 
developmental disorders in which language is delayed or impaired, such as in 
 autism. In sharp contrast, certain CNTNAP2 variants in autistic children are 
associated with the age at fi rst word (Alarcón et al. 2008). Further, Vernes et al. 
(2008) have found that genetic polymorphisms of CNTNAP2 in children with 
SLI are correlated with their ability to do a nonword repetition task. The view-
point that FOXP2 is not a gene for language, but rather a key molecular piece 
that connects with many others in the language puzzle, is now directly sup-
ported by its transcriptional repression of CNTNAP2. This interaction connects 
FOXP2 with CNTNAP2-related language disorders in which FOXP2 was not 
otherwise implicated.

Syntax in Birdsong

Turning from the discussion on FoxP2, we now review what is known about 
“ song syntax” in songbirds. In the following sections, we discuss  birdsong syn-
tax, its dependence on critical developmental phases for learning and auditory 
feedback, its role in perception, its social regulation, and its neural coding.
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Phonetical Syntax

Birdsong syntax is defi ned simply as the temporal sequence in which discrete 
units of song (notes, syllables, phrases, motifs, bouts) are produced. These units 
do not carry independent meaning, and thus bird syntax has been called “pho-
nological syntax” by analogy with the organization of independently meaning-
less phonemes into morphemes or words in language (Marler 1977). Since 
morphemes are symbolically meaningful, however, the analogy is not perfect. 
While birdsong can communicate species or individual identity and advertise 
mating or territorial ownership (Doupe and Kuhl 1999), it is not composi-
tional; the position of a single note within a syllable, a single syllable within a 
motif, or a single motif within a bout does not by itself provide new semantic 
information. Thus, we adopt the terms “phonetical syntax” to refer purely to 
the sequence of sounds. Whatever vocabulary we use, in both birdsong and 
language, discrete acoustic units are produced and then combined according to 
specifi c sets of learned rules. In both, fi ne motor sequences are executed using 
the vocal motor apparatus, a task dependent on subcortical structures such as 
the basal ganglia and cerebellum.

Development

Similar to human speech and language learning, all aspects of birdsong devel-
opment show critical constraints on acquisition as well as dependence on audi-
tory feedback. In juvenile  white-crowned sparrows syntactical and phonetical 
(i.e., the spectral features of song syllables) cues guide selective  song learning 
during development (Soha and Marler 2001). Behavioral studies of  zebra fi nch 
song development indicate that learning the spectral content of tutor notes and 
syllables occurs before learning how to order them in time (Tchernichovski et 
al. 2001). As development advances, zebra fi nches produce a greater variety of 
syllables delivered in sequence, reminiscent of the emergence in human infants 
of reduplicated babbling and the transition to variegated babbling. Multiple 
studies suggest that different neural pathways underlie the mimicry of indi-
vidual syllables versus syllable order (Vu et al. 1994; Yu and Margoliash 1996; 
Hahnloser et al. 2002), and that aspects of song syntax can be acquired inde-
pendently of spectral content (Helekar et al. 2003).

In 2003, Funabiki and Konishi used sustained white noise exposure to de-
prive zebra fi nches of auditory feedback during the sensorimotor phase of song 
development. Birds were reared with their biological parents until the onset 
of sensorimotor learning. Experimental birds were then moved into sound at-
tenuation chambers with continuous loud noise playing in the chamber, de-
priving the birds of any auditory feedback. They were kept in noise for ~1–6 
months before being released and allowed to sing under normal acoustic condi-
tions. They learned phonetical features of the tutor song just as well as birds 
that did not endure noise exposure, with similar developmental trajectories. 
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Interestingly though, only those birds released from noise before 80 days of 
age were able to reproduce correctly the syntax of their tutor. All birds released 
after 80 days were unable to learn song syntax, perhaps indicating stronger 
developmental constraints on syntax than on phonation.

To examine the consequences of perturbing auditory feedback in real time, 
Sakata and Brainard (2006) interleaved trials of perturbed versus normal feed-
back to Bengalese fi nches during singing. They showed that, as for human 
speech, abnormal feedback disrupts both the sequencing and timing of song 
within tens of milliseconds. Specifi cally, altering auditory feedback reduced 
stereotypy in syllable transition probabilities and could elicit the production 
of completely novel sequences of syllables during what were otherwise com-
pletely stereotyped sequences.

Perception

Syntax is known to play a role in song perception, as evidenced by multiple 
studies using operant conditioning paradigms to train songbirds to discriminate 
between songs. Comparing results from different studies,  Bengalese fi nches 
weigh syntax more heavily than zebra fi nches when doing discrimination tasks 
(Braaten et al. 2006), perhaps refl ecting a functional importance of higher 
syntax variability in Bengalese fi nches. Gentner and colleagues used operant 
conditioning in  European starlings (Sturnus vulgaris) to investigate the per-
ceptual mechanisms underlying the vocal recognition of individual conspecif-
ics (Gentner and Hulse 1998). After training, birds were able to discriminate 
individuals on the basis of novel song bouts, mediated by the memorization 
of specifi c motifs and the sequential ordering of motifs within bouts. A later 
expansion upon this study implicated HVC in the process of forming learned 
associations among conspecifi cs (Gentner et al. 2000) to show that HVC is 
important for the production of song syntax as well. The dual roles of HVC 
in song perception and production place it in an intriguing category of brain 
regions with “mirror like” properties, a topic that we will return to later.

Again using operant conditioning, starlings were trained to classify sub-
sets of motif sequences in two different types of artifi cial starling “languages” 
(Gentner et al. 2006). Different types of typical starling motifs were used to 
generate a  context-free grammar (CFG; AnBn) which entailed  recursive  center-
embedding (i.e., a structure of one type, AB, is embedded in another instance 
of itself AABB) and a fi nite state grammar (FSG: (AB)n). After thousands of 
training trials, nine of eleven birds were able to classify the CFG and FSG 
sequences accurately, as well as successfully classify novel sequences gener-
ated using the same rules. This study followed a similar experiment testing the 
syntactic capabilities of  cotton-topped tamarin monkeys (Saguinus oedipus)
wherein the authors concluded that the tamarins were able to master a FSG 
((AB)n), but not a CFG (AnBn) (Fitch and Hauser 2004). Humans trained on 
the same stimuli did master the CFG. This seems to substantiate an earlier 
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claim (Hauser et al. 2002) that the capacity for  recursion is unique to humans, 
but the questionable ecological relevance of the stimuli (recordings of human 
male and female voices) and small size of the training sets (only 2 samples per 
set) used in the tamarin study have prompted criticism. A major problem is the 
legitimacy, or lack thereof, of making conclusions based on generalizing from 
such small training sets to entire grammars. 

The stimuli in the starling study were actual starling song motifs (“rattle” 
motifs were A, and “warble” motifs were B) and were varied such that multiple 
kinds of rattle and warble motifs were used, resulting in larger sets of ecologi-
cally valid stimuli. A series of probe tests provide compelling evidence that the 
successful starlings were not merely approximating the recursive structure of 
the CFG by learning an equivalent FSG, or using alternate discrimination strat-
egies such as attending to only primary or terminal patterns or simply counting 
A/B transitions. This suggests that starlings can recognize strings formed using 
a recursive  center-embedding  rule and challenges the claim that only humans 
are capable of learning grammars with such a rule. If this is so, we now have 
at our disposal a well-established model system within which we can probe 
the neural systems encoding a learned CFG. However, it is important to keep 
in mind the immense amount of training required by the successful starlings 
(~9,400 to ~56,000 trials) and consider that even humans can fail to learn cen-
ter-embedding grammar in artifi cial languages lacking semantic content, as 
shown by Perruchet and Rey (2005). Note, however, a general problem with 
these experiments is that animals in fact could solve the problem by simple 
counting (Corballis 2007b). 

If even humans can fail to learn a CFG, where does this leave us? Note 
that the amount of center-embedding in the stimuli presented to Perruchet and 
Rey’s subjects is no greater than that present in the simple sentence Either they 
learned or they did not. Hurford contends that these human subjects fared so 
poorly due to a lack of semantics in the artifi cial language (Hurford 2009). 
Perhaps they may have been successful if they had been suffi ciently motivated 
to undergo exhaustive training like that endured by the starlings. Perhaps the 
difference between human and animal syntax can be accounted for by the lack 
of semantic interpretation in  animal syntax coupled with stricter computational 
restraints in animal brains and is not so much a matter of FSGs and CFGs. It is 
possible that humans and animals all use some type of CFG, but humans sim-
ply exploit CFG to a greater depth, ultimately taking advantage of mechanisms 
such as recursion thanks to more formidable neural processing power com-
bined with well-developed symbolic representational abilities. Clearly, bird-
song lacks semantics, but if starlings or fi nches could map syllables or motifs 
of song onto conceptual or intentional representations of the world, perhaps a 
relatively simple (due to weaker neural processing power) compositional syn-
tax would emerge in birds as well.
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Social Context

Social regulation of syntax variability has been described in adult  Bengalese 
fi nches (Sakata et al. 2008). Songbirds can sing in one of at least two social 
contexts: (a) directing song to a conspecifi c female, known as directed (FD) 
song, or (b) singing alone, known as undirected (UD) song. Bengalese fi nches 
were used to test specifi cally for social modulation of song syntax. Unlike 
zebra fi nch song, Bengalese song retains moment to moment variability in  syl-
lable sequencing (Okanoya 2004a). In zebra fi nches there is greater variability 
in syllable structure (mostly driven by variability in fundamental frequency) 
during UD song when compared to FD song (Kao et al. 2005). Analogous 
modulation was found in the syntax of Bengalese fi nch song, with greater vari-
ability in sequencing during UD over FD songs (Sakata et al. 2008).

Interestingly, social context regulation has been demonstrated at both the 
neural systems and molecular levels (Jarvis et al. 1998; Hessler and Doupe 
1999; Hara et al. 2007). Acute down-regulation of FoxP2 has been observed in 
Area X of  zebra fi nches singing UD song when compared to FD song, indicat-
ing a possible role for FoxP2 in modulating behavioral variability (Teramitsu 
and White 2006). 

Social context modulates dopamine (DA) levels in Area X, with levels be-
ing higher in FD song (Sasaki et al. 2006). The DA system is important for mo-
tivation and is thus a sensible candidate for driving social context modulation 
in the song circuit. In line with this notion, Sakata and Brainard (2006) propose 
a model of quick acting dopaminergic infl uence over the social modulation 
of song syntax variability found in Bengalese fi nches. The changes they ob-
served occurred on a small enough time scale (1–3 minutes) which effectively 
rules out slower acting transcription factor-mediated processes as a biological 
mechanism. However, the medium spiny neurons expressing FoxP2 in Area X 
receive strong dopaminergic input. Thus the functional relationship between 
FoxP2 and its gene targets, striatal microcircuits, DA, and social context regu-
lation of song features like syntax variability requires further study.

Coding

The neural coding of syllable sequence production by the vocal motor pathway 
has been examined by making electrophysiological recordings from neurons in 
RA (analogous to primary motor cortex in mammals; projection neurons here 
directly innervate syringeal motor neurons) and HVC (analogous to premotor 
cortex in mammals, and presynaptic to RA). During singing, RA neurons gen-
erate a complex sequence of high-frequency spike bursts, reproduced precise-
ly each time the bird sings a motif (Yu and Margoliash 1996). HVC neurons 
come in three basic types: interneurons (HVCI), neurons projecting to Area X 
(HVCX), and neurons projecting to RA (HVCRA) (Hahnloser et al. 2002). By 
recording from HVCRA neurons during singing, Hahnloser et al. showed that 
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this specifi c subpopulation generates sparse patterns of bursts that are time-
locked to the song, with each HVCRA neuron emitting only one burst of spikes 
per song motif. The timing is extremely precise, with a jitter of less than 1 ms 
relative to the song. Recording simultaneously from HVCRA and RA neurons 
in sleeping birds revealed that RA neurons generate complex burst sequences 
temporally locked to the sparse sequences in HVC as well as HVCRA popula-
tion activity correlated with bursting in RA. Thus, it is likely that sparsely fi r-
ing HVC projection neurons are driving bursting activity in RA via direct feed-
forward input (further discussed below in the section on Modeling). Population 
activity of HVCRA neurons has since been highly correlated with syllable se-
quencing (Kozhevnikov and Fee 2007). Also, there is no correlation between 
the fi ring of HVCRA neurons and spectral features of song syllables, or between 
the timescales of vocal dynamics and neural dynamics in HVC. This suggests 
that HVC codes for the temporal order of syllables in song and not for spectral 
structure, supporting the hypothesis of separate neural substrates underlying 
phonation and syntax in birds.

Quantifi cation and Comparison

Birdsong syntax is typically analyzed in one of two subtly distinct ways: (a) us-
ing metrics of sequence stereotypy within the songs of a single bird or group to 
analyze sequence variability, or (b) directly comparing the song syntax of two 
birds or groups to obtain some measure of syntax similarity. At the core of both 
methods is the observation of syllable transitions and transition probabilities.

Metrics used in the fi rst approach are sequence linearity and sequence con-
sistency (Scharff and Nottebohm 1991). Sequence linearity quantifi es the pos-
sible transitions that can be observed after each unique syllable of song and 
is calculated by dividing the number of unique syllables by the number of 
syllable transitions. In a completely linear song, each syllable has only one 
transition. Sequence consistency quantifi es the frequency with which the dom-
inant syntax occurs (i.e., how often the most common path through possible 
syllables is actually taken) and is calculated by summing the dominant transi-
tion probabilities for each syllable and dividing by the sum of all transition 
probabilities. Sequence stereotypy is defi ned as the average of the linearity 
and consistency scores. Newer versions of sequence stereotypy measure base 
scores on the entropy of the transition probability distribution for each syllable 
(Haesler et al. 2007; Sakata et al. 2008).

The direct comparison of the syntax of two birds/groups is a trickier propo-
sition than comparisons of syntax variability. This approach must account for 
phonetic content of the song, assess sequence variability, and fi nd a metric to 
combine these two measures. Funabiki and Konishi (2003) generated syntax 
similarity scores by fi rst calculating the transition probability for every pair 
of syllables and then assessing the amount of overlap between the probability 
distributions for each syllable in the tutor and pupil song. These overlaps are 
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summed and weighted by syllable frequency in the pupil’s song. These scores 
are only valid if the experimenter is sure that syllable “X” in the tutor song 
is the same as syllable “X” in the pupil song. The authors addressed this by 
using a version of software called Sound Analysis Pro (SAP; Tchernichovski 
et al. 2000), developed for analysis of zebra fi nch songs. SAP calculates simi-
larity scores based on spectral features of the syllables, including frequency 
modulation, pitch, pitch goodness, and entropy. Syllables in the pupil’s song 
were scored for phonetic similarity against syllables in the tutor’s song, and the 
above procedure performed on matched syllables. The latest version of SAP 
includes a function for measuring sequential similarity as well. We are imple-
menting a variation of Funabiki and Konishi’s procedure in our own studies. 
We start by generating transition probability distributions for each syllable, 
resulting in a matrix of probabilities for each bird/group. Each matrix row rep-
resents the distribution for a single syllable. The correlations between corre-
sponding syllable distributions are calculated and weighted by the phonetical 
similarity score (from SAP) for the relevant syllable. These correlations are 
summed and divided by the number of syllables in the pupil’s song to produce 
a similarity score. Syllables present in the pupil’s song but not the tutor’s, or 
vice versa, yield correlations of 0 and thus bring the score down. Again, all of 
these similarity measures depend on reliable phonetical scoring and may thus 
become problematic when studying phonetically disrupted song.

Distinct from quantifi cation of variability or similarity, one group uses 
computational models to analyze the complex syntax of  Bengalese fi nches 
(Kakishita et al. 2007). Multiple song units (motifs) are contained within a 
bout of Bengalese fi nch song. Each motif can be separated into small chunks 
of stereotyped sequences. Thus, Bengalese fi nch song can be said to possess a 
hierarchical structure. The authors use the term “double articulation” by anal-
ogy with language, but this term implies the organization of meaningless units 
(phonemes) into meaningful units (morphemes), which are then organized 
into meaningful strings (sentences). Based on the arguable assumption that 
Bengalese fi nch song is k-reversible (see Angluin 1982), the authors used an 
automata induction approach to model song syntax, with the fi nal model rep-
resented as an N-gram of chunks. This seems an effective method for reducing 
complex syntax down to a relatively simple model, perhaps paving the way for 
novel analysis methods.

Modeling

A physiologically based associative learning model of the  song circuit (Troyer 
and Doupe 2000) speaks to questions of network activity addressed above. Here 
we focus on fi ndings relevant to syntax learning. Based on the model’s behav-
ior, song sequence generation results from a reciprocal sensorimotor interac-
tion between the two populations of HVC projection neurons, with the motor 
component encoded in HVCRA neurons, and the sensory component encoded 
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in HVCX neurons. Further, the AFP modulates activity in RA via a reinforce-
ment signal, with RA activity biased by AFP input to more closely match syl-
lable transitions in the tutor song. The AFP teaching signal is calculated based 
on information about the current motor output, received from HVC. The ability 
of the AFP to infl uence RA activity is predicted to be maximal during the peak 
period of sequence learning, with HVCRA projections dominating RA input 
after learning has occurred.

Fiete and colleagues (2004) constructed a simple three layer feedforward 
model of HVC→RA→vocal output to investigate the role of HVC sparse cod-
ing on sequence learning. Essentially, the network produces some output that 
must be matched to some desired output through adjustments of the weights on 
connections between HVC and RA. The overall learning speed of the network 
decreased with increasing numbers of HVC bursts per motif under both gradi-
ent descent and reinforcement learning algorithms, due to increasing interfer-
ence in the weight updates for different synapses. Thus, if HVC activity is 
sparse, synaptic interference is reduced. This interference is minimized if each 
HVC→RA synapse is used only once per motif, exactly what was observed 
biologically in awake behaving birds by Hahnloser et al. (2002).

A two-compartment physiological model of HVCRA projection neurons has 
been used to investigate the role of intrinsic bursting in the generation of the 
sparse fi ring sequences observed in these cells (Jin et al. 2007). Simulations 
were fi rst run without intrinsic bursting. While burst sequence generation oc-
curred under these conditions, the network was highly sensitive to initial con-
ditions of the simulation and could become unstable due to runaway excitation. 
After introducing intrinsic bursting properties into the HVCRA neurons, run-
away instability was abolished and the network became more robust. Intrinsic 
bursting in the model is driven by dendritic calcium spikes, a phenomenon yet 
to be observed in real HVCRA neurons.

Other Species

This chapter has necessarily focused on songbirds for probing the neurobio-
logical basis of  vocal learning because so few other animal groups have the 
capacity for mimicry or the creation of new sounds via the vocal apparatus. 
Of those that do, fewer still are amenable to physiological experiments. In ad-
dition to songbirds, parrots and hummingbirds, certain species of bats, marine 
mammals such as whales, and  elephants have been documented to possess 
this ability (Bougham 1998; Janik et al. 2006; Suzuki et al. 2006; Poole et al. 
2005). Importantly, among primates, only humans are vocal learners. Changes 
in monkey or ape call structure are largely attributable to maturational factors, 
with a primary predictor of these changes being weight (Hammerschmidt and 
Fischer 2008). Some minor acoustic modifi cations not associated with weight 
have been documented. In the laboratory setting, cotton-topped tamarins ex-
posed to loud white noise can make non-syntactical changes in the duration, 
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timing, and amplitude of their calls to avoid the interference (Egnor et al. 
2007). In natural settings, subtle modifi cations appear to enhance the match be-
tween vocalizations within given populations of  Barbary macaques (Macaca
sylvanus) (Fischer 2003). This latter phenomenon has been likened to speech 
accommodation in humans, where even subtle changes in syntax are observed 
as a person subconsciously adjusts their speech pattern to match that of his or 
her conversant (Giles 1984). How auditory feedback is used to accomplish vo-
cal accommodation remains an open question. Again, these changes are on a 
much smaller scale than those observed in “bonafi de” vocal learners.

Though limited in their ability to create new vocalizations, nonhuman pri-
mates can learn to associate certain calls with meanings, as can virtually all 
animals. The calls of  vervet monkeys (Chlorocebus aethiops) appear innate: 
young vervets sound much like mature ones. However, a young vervet requires 
experience to use its vocalizations in the appropriate context and to interpret 
conspecifi c calls correctly (Seyfarth et al. 1980). A question of syntax oc-
curs when combinations of calls convey new meaning.  Putty-nosed monkeys 
(Cercopithecus nictitans) make two different alarm calls, termed “hacks” and 
“pyows,” in response to distinct predators. A series of pyows appears to signify 
leopards, while hacks or hacks followed by pyows are a response to eagles. At 
other times, males produce 1–4 pyows followed by 1–4 hacks. These series 
reliably occur prior to movement of the group (Arnold and Zuberbühler 2008). 
The joining of two distinct alarm calls to convey a new meaning would appear 
to fi t the bill for syntactic recombination. However, to be truly compositional, 
the meanings of the individual calls must be relevant to their combinatorial 
meaning (Hurford 2009), a fi ner but critical point that remains to be tested.

The possibility of  compositionality arises from studies by Zuberbühler 
(2002) of  Diana monkeys (C. diana) who listen in on sympatric Campbell’s 
monkey calls (C. campbelli). Like vervet monkeys, Campbell’s monkeys make 
alarm calls to nearby predators, and these are distinct for leopards versus ea-
gles. When Diana monkeys hear the Campbell’s calls, they make their own 
corresponding alarm calls. Campbell’s males make a different sound when 
predators are at a distance, or when some other less critical disturbance oc-
curs. In these situations, they emit a pair of low-pitched “boom” vocalizations. 
Strikingly, when these booms precede a Campbell’s alarm call, Diana mon-
keys no longer make their own alarm calls. The addition of a boom appears 
to serve as a new, cross-species semantic signal, along the lines of “pay no 
attention to the man behind the curtain,” or, as Zuberbhühler notes, something 
akin to human linguistic hedges such as “kind of” or “maybe.” Though not 
proven, the latter interpretation raises the possibility of compositionality since 
the boom can be interpreted as adding a “not to worry” signal to the “there’s 
a predator” one.

At the extreme of nonhuman primate call complexity is   gibbon song. 
Hylobates agilis produce songs that are organized into complex sequences 
of several call phases. Females’ calls differ acoustically between individuals, 
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opening the potential for use in individual recognition (Oyakawa et al. 2007). 
At least in H. lar and H. pileatus however, such calls are inherited rather than 
learned. Hybrid offspring produce hybrid vocalizations in that the acous-
tic features are intermediate between those of each parent (Geissman 2000). 
Reminiscent of the  putty-nosed monkey calls described above, certain com-
ponents of gibbons’ songs are differentially emphasized in different contexts. 
Specifi cally, white-handed gibbon songs were shorter, contained fewer sharp 
“wow” notes and shorter “hoo” notes when in a predatory context than when 
duetting. Differences in these song patterns appeared salient to the few mem-
bers that temporarily left the group during the observation period. Upon return-
ing, males responded with their own songs after hearing the groups’ songs to 
predators, but not after hearing duets (Clarke et al. 2006).

 As summarized by Hammerschmidt and Fischer (2008, p. 93–120), “While 
vocal production appears largely innate, learning does play a role in the usage 
and comprehension of calls, but this is not restricted to the primate order.” 
Further, recombination of largely innate calls can be used to convey new mean-
ing, but it remains unclear that the new “whole” is a manifestation of the sum 
of its parts, or indeed, has any shared meaning with them.

Returning to vocal learners, in a few cases, individual  elephants (Loxodonta
africana) have been observed to mimic nonspecies specifi c sounds (includ-
ing human words!) (Poole et al. 2005). While the uniqueness of an elephant’s 
trunk has been compared to singularity of human language (Pinker 1994), the 
discovery that elephants also possess the rare ability of  vocal learning is quite 
recent. Investigation into the ontogeny of elephant’s species-specifi c signals 
is even more nascent (Stoeger-Horwath et al. 2007). It will be interesting to 
learn whether elephants combine and respond to mixes of seismic and vo-
cal communication signals in any sort of compositional manner (O’Connell-
Rodwell 2007). Among marine mammals,  humpback whales (Megaptera no-
vaeangliae) produce some of the most elaborate songs in the animal kingdom. 
An individual whale sings its own distinctive song, with other whales in the 
same population singing similar ones. Songs recorded across 30 years reveal 
changes that are rapidly adopted within a given population. Changes occur 
mainly in the middle of the breeding season and are correlated with increased 
durations of the song sessions, suggesting that the song changes are part of a 
sexual display (Payne 2000). 

Analysis of song structure in whales reveals a series of units referred to as a 
phrase and an unbroken sequence of similar phrases, called a theme (Payne and 
McVay 1971). Within a song there are variations on a phrase; slight changes 
occur across successive renditions. Themes are sung in an ordered sequence 
and compose a  song which can last half an hour. Songs are strung together in 
sessions which, themselves, can last for hours. The use of information theory 
techniques (Suzuki et al. 2006) has confi rmed the earlier proposal (Payne and 
McVay 1971) that the songs exhibit hierarchical structure. However, the claim 
that humpback whales can sing an infi nite number of songs from a fi nite set of 
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units, startlingly similar to human syntax, apparently overstates the case. As 
Hurford notes, Suzuki and colleagues combined the songs of several whales in 
their analyses. Simply put, a single  humpback at any one time in its life only 
sings one song (Hurford 2009).

Finally, while marine mammals present obvious challenges for neurobiologi-
cal study, neural activity in the brains of smaller mammalian vocal learners has 
been examined.  Mustached  bats (Pteronotus parnellii) can combine otherwise 
independently emitted syllables. Esser and colleagues (1997) used playback 
of these naturally occurring heterosyllabic composites as well as temporally 
destructured versions to determine the response properties of neurons. They 
uncovered regions in nonprimary auditory cortex that were sensitive specifi -
cally to the composite structure of communication calls. It has been proposed 
that the limited number of vocal gestures available to nonhuman primates has 
driven the ability of receivers to process signal combinations (see Számadó 
et al., this volume). Detection of combination-sensitive neurons in auditory 
association cortex in bats, also detected in songbird pallium (Margoliash and 
Fortune 1992), may provide the neural building blocks for more complex syn-
tactical processing in humans.

Mirror Neurons

Any communication system requires individuals to attend to and understand the 
actions of others, be they gestural or vocal. A possible neural substrate for such 
has been well studied in primates and has recently been identifi ed in songbirds. 
 Mirror neurons were originally observed via neurophysiological recordings in 
monkey premotor cortex (Rizzolatti and Arbib 1998). These neurons fi red not 
only when subjects grasped or manipulated objects, but also when the mon-
key observed the experimenter making a similar gesture. Some mirror neurons 
are highly specifi c, not coding only for an action, but also how that action is 
executed. For example, they fi re during observation of grasping movements, 
but only when the object is grasped with the index fi nger and thumb. They can 
fi re when the grasping action is performed with the mouth as well as with the 
hand (Gentilucci and Corballis 2006). In general, mirror neurons are proposed 
to code for representations of actions, which can then be used for imitating and 
understanding the actions of conspecifi cs. Evolutionarily speaking, they may 
have been instrumental in the transfer of the gestural communication system 
from the hand to the mouth (Gentilucci et al. 2001). Based on imaging studies 
of the KE family, it has also been speculated that  FOXP2 might play a role in 
the incorporation of vocal articulation into the mirror system (Gentilucci and 
Corballis 2006).

Along with substantial evidence for mirror neuron system (MNS) dysfunc-
tion in  autism (Iacoboni and Dapretto 2006), the human MNS has also been 
hypothesized to play a role in  apraxia, a cognitive motor disorder in which the 
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patient loses the ability to perform learned, skilled actions accurately. The most 
common form,  ideomotor  apraxia, has been described as “an impairment in the 
timing, sequencing, and spatial organization of gestural movements”; patients 
with ideomotor apraxia cannot tell if someone else is performing an action cor-
rectly or not (McGeoch et al. 2007). Functional MRI has been used to investi-
gate the role of the human MNS in representing hierarchical complexity during 
the observation of action sequences (Molnar-Szakacs et al. 2006). Observation 
of object manipulation sequences recruited classic MNS regions, and MNS ac-
tivity appeared to be modulated by the perceived motor complexity of the ac-
tion. These results support Arbib’s theory of language evolution (Arbib 2005), 
wherein language is thought to have evolved out of the motor system for ges-
tures, and provide a connection between developmental and neural evidence 
linking motor and language functions.

Neurons displaying precise auditory–vocal correspondence (i.e.,  mirror 
neurons) have recently been observed in the song system of swamp sparrows 
(Melospiza georgiana) (Prather et al. 2008), the fi rst identifi cation of auditory–
vocal correspondence in single neurons. HVCX neurons displayed highly se-
lective auditory responses, typically activated by only one song type. These 
responses were sparse, occurring at a precise phase in a given syllable. The 
same neurons also fi red selectively when the bird sang the preferred song type, 
also phase locked to a particular part of a given syllable. The singing-related 
activity of these neurons was motor related and not due to auditory feedback 
of the song. Interestingly, the auditory responses of HVCX neurons extend to 
the songs of conspecifi cs with note sequences similar to that of the bird’s own 
preferred song type.

Summary

For those interested in the biological origins and evolution of language, a 
daunting obstacle is the lack of neurobiological data on users of protolanguage 
and early language. Making matters more challenging, humans are the only 
current language users on the planet. Thus a comparative approach is neces-
sary. While no complete animal model of human language exists, animal mod-
els can be used to investigate the neural systems underlying different aspects of 
language. This includes investigation of molecules identifi ed in genetic studies 
of human language disorders. Animal models can also be useful in studying the 
biological basis of linguistic preadaptations, such as the motor and perceptual 
skills needed to learn sequential ordering of vocal utterances.

Songbirds provide an ideal system for such studies: they learn vocalizations 
under similar constraints to humans learning language, possess identifi ed neu-
ral circuits underlying this ability that are similar to circuits in humans impor-
tant for language, and share some genetic basis for vocal learning with humans 
(Jarvis 2004). From a practical standpoint, their behavior is easily quantifi able, 
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and they are amenable to laboratory life. Admittedly, birdsong is far from being 
compositionally semantic. To stress the absence of meaning upon combination 
of its units, we have described the simple structure of their songs as exhibiting 
only phonetical syntax. However, the experience-dependent shaping of neural 
circuitry for song may point to building blocks for more complex micro- and 
macro-circuits that comprise human language centers. Perhaps just as similar 
selection pressures drove parallel evolution of the eye in dozens of distinct lin-
eages (Land and Fernald 1992), a similar situation may likely hold for parallel 
biological solutions to the problem of learned vocal communication.

To date, FOXP2 is the only single molecule to be repeatedly linked to lan-
guage (Marcus and Fisher 2003). Here, we argue that what we learn about 
FOXP2, from humans as well as animal models, can be leveraged as a mo-
lecular wedge into the networks underlying language. Studies in songbirds 
(Haesler et al. 2007) and the more genetically tractable mice (Enard 2002; 
Teramitsu and White 2008) suggest that FoxP2 is important for species-typical 
procedurally learned behaviors, such as locomotor skills in rodents and song in 
birds. These reports also highlight the role of the striatum in the experience-de-
pendent neural changes underlying such skills. We predict that a comparative 
network analysis of the gene targets of FOXP2, identifi ed via deep sequencing 
or microarray analyses, will reveal some shared connectivity related to basic 
skill learning, as well as connections unique to the species’ skill sets including 
speech, and possibly language, in humans. In this light, it will be interesting to 
see whether  CNTNAP2 is a FoxP2 target in species other than humans (Vernes 
et al. 2008).

Learned vocal motor control gets us only part of the way to human linguistic 
syntax. The additional capacity of conveying and processing semantic content 
is key to moving beyond the musical-like realm of birdsong to semantically 
compositional language. Discoveries on the biological basis and evolution of 
both vocal and nonvocal learners’ capacity for symbolic representation and 
theory of mind must be joined with the fi ndings reviewed here. In this vein, 
mirror neurons provide a hypothetical link between an action and its meaning, 
or intent, when committed by one’s self or by others. Whether or not the mirror 
neuron system is part of this particular puzzle, somewhere along the hominid 
lineage, neural systems for complex meaning must have intersected with those 
for ordering of vocal output to lay the basis for human linguistic syntax.
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What Can Developmental 
Language Impairment 

Tell Us about the Genetic 
Bases of Syntax?

Dorothy V. M. Bishop

Abstract

Neuroconstructivist accounts of language acquisition have questioned whether we need 
to posit innate neural specialization for syntax, arguing that syntactic competence is an 
emergent property of the developing brain. According to this view, specifi c syntactic
deficits in children are the downstream consequence of perceptual, memory, or motor 
impairments affecting systems that are implicated in nonlinguistic as well as linguistic 
processing. Genetic studies of developmental language disorders pose diffi culties for
this viewpoint; although syntactic deficits are highly heritable, they are not readily ex-
plicable in terms of lower-level perceptual or motor impairments, and are distinct from 
limitations of phonological short-term memory. Data do not support the notion of a 
single “grammar gene,” but rather are compatible with an Adaptationist account, which 
postulates that humans evolved a number of neural specializations that are implicated 
in language processing. Cases of heritable language impairment may help us identify 
what these specializations are, provided we focus attention on those rare disorders that 
represent departures from normality, rather than the tail end of normal variation.

Introduction

Why do humans have language when other primates do not? One obvious an-
swer is found in what may be termed the “ Big Brain” theory: humans have 
bigger brains than other primates, and this gives them more computing power,
hence making language possible. Such an explanation was, however, roundly 
rejected by Noam Chomsky, who regarded syntax as completely different from 
other cognitive abilities, requiring a qualitatively different neural substrate 
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rather than just more computing power. He suggested that, in the course of 
evolution, a genetic mutation might have occurred that enabled a new kind 
of cognitive processing, making syntax possible; this is sometimes referred 
to as the Grammar Gene theory. In this chapter, I argue that, although the Big
Brain and Grammar Gene accounts are often described as polarized positions 
in debates on evolution of language, in extreme form neither is tenable. Data 
from developmental language disorders join other sources of evidence in sug-
gesting that language depends on multiple modifications to brain structure and 
function in humans.

The Grammar Gene Theory

Noam Chomsky put forward the proposal that human language is a “mental 
organ” that can be thought of as a species-specific characteristic. In his early 
writings, Chomsky showed little interest in speculating about how this human 
characteristic evolved, but appeared to suggest that it had arisen through a 
chance mutation. For instance, he wrote: 

…it seems rather pointless…to speculate about the evolution of human language 
from simpler systems….As far as we know, possession of human language is as-
sociated with a specifi c type of mental organization, not simply a higher degree 
of intelligence. There seems to be no substance to the view that human language 
is simply a more complex instance of something to be found elsewhere in the 
animal world (Chomsky 1968, p. 70).

Subsequently, he suggested:

Perhaps at some time hundreds of thousands of years ago, some small change 
took place, some mutation took place in the cells of prehuman organisms. And
for reasons of physics which are not yet understood, that led to the representa-
tion in the mind/brain of the mechanisms of discrete infinity, the basic concept of 
language and also of the number system (Chomsky 1988, p. 183).

A central plank in his argument for a “language organ” was the implausibility 
of a Big Brain account, together with evidence for the unlearnability of lan-
guage, its universality in human populations, and absence in nonhuman popu-
lations. Although Chomsky derided the Big Brain account, he did not present 
any hard evidence. There would be considerable interest in studying the gram-
matical abilities of children with primary microcephaly, a genetic disorder in 
which brain size is dramatically reduced (Woods et al. 2005). If one could 
show syntactic competence in such cases, where brain size is comparable to 
that of chimpanzees, this would provide strong evidence against brain size as 
being a key determinant of syntactic skill. Unfortunately, as far as I am aware, 
there have been no systematic linguistic or neuropsychological investigations 
of such cases, though mental retardation and delayed speech have been noted 
in clinical accounts. 
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Although he was adamant that language had a biological basis, Chomsky 
did not discuss how linguistic functions were instantiated in neurobiology, but 
rather focused on analyzing the nature of syntactic knowledge. This is an ob-
vious topic for a linguist to tackle, but his claims that such knowledge was 
innate had an unfortunate side effect of antagonizing large numbers of more 
biologically oriented scientists. In particular, most neurobiologists had diffi -
culty in entertaining the idea that humans have an innate knowledge of syntax, 
especially when investigations of Universal Grammar led to formulations of 
that innate knowledge in terms of arcane concepts, such as Binding Principles, 
empty categories, move-α, and so on.

One apparent problem for a theory of innate grammar is that young children 
do not behave as if they have innate knowledge of grammar; they make numer-
ous grammatical errors before they master the adult form. The solution to this 
dilemma was to conceptualize syntax acquisition as a process of specifying the 
settings of a small number of parameters (for an overview, see Bloom 1994). 
However, the idea that there is a specific set of parameters nestling in the brain 
waiting to be set by exposure to a target language was an anathema to most de-
velopmental psychologists, who could not see how this kind of representational 
knowledge could be prewired in the brain, and who found it incompatible with 
evidence that children’s language acquisition is gradual rather than proceeding 
in quantum leaps (Bates and Carnevale 1993). It is unfortunate that a standoff
resulted between Chomskyans and developmental psychologists, leading to a 
lack of debate of the central issues raised by Chomsky; namely, what it is that 
gives humans a unique capacity for language. Most developmental psycholo-
gists are happy to countenance the possibility that there might be innate con-
straints on how the human brain engages in face processing, social cognition 
(mind reading), or indeed the linguistic task of word learning (Markman 1992). 
However, the notion of innate brain specialization for syntactic processing is 
often derided or dismissed, because of its Chomskyan connotations of innate 
grammatical rules and parameter setting. 

Another group that has had difficulty with Chomsky’s position is the evolu-
tionary biologists. How, they reason, could a function as complex as language 
arise in a single mutational step? Other complex characteristics may look qual-
itatively distinct from one species to the next, yet all the evidence points to 
the conclusion that complexity is achieved only by gradual adaptation through 
selectional pressures (Deacon 1997).

Alternatives to a Grammar Gene

 Neuroconstructivism

Many linguists maintain that Chomsky effectively debunked the idea that syn-
tax could be acquired by any kind of known learning mechanism (Hornstein 
and Lightfoot 1981). There are, however, several counterarguments to this 
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position. First, our understanding of learning mechanisms has progressed enor-
mously over the past few decades, with connectionist simulations throwing 
new light on processes of statistical pattern extraction that have considerable 
relevance for language acquisition. A simple associative net cannot learn the 
kind of long-distance dependencies that are seen in syntax, but it no longer 
seems reasonable to argue that learning by neural networks is a logical im-
possibility. The question, rather, is what constraints need to be incorporated 
in the learning mechanism to enable it to learn syntactic regularities from a 
noisy and underspecified input (see Briscoe, this volume). Chomsky’s argu-
ments, and mathematical evidence of the unlearnability of syntax, made fun-
damental assumptions about what is learned and these merit closer scrutiny.
In particular, they assumed that syntax is independent from meaning, and that 
the task for the learner is to identify rules that generate legitimate strings of 
syntactic elements but do not generate illegitimate strings. Chomsky’s argu-
ments for the independence of syntax from meaning were based on armchair 
experiments concerned with adult syntactic competence—not from observa-
tions of children learning language. The fact that a competent adult can judge 
“colorless green ideas sleep furiously” as a legitimate sentence and “green furi-
ously sleep colorless ideas” as nongrammatical was used to demonstrate that 
the grammatical rules of syntax are quite separate from meaning. However, it 
does not follow that there is independence of semantics and syntax in a child 
acquiring language. All the evidence we have from child language learners in-
dicates that knowledge of syntactic categories is not present at the outset, when 
semantic and pragmatic considerations dominate children’s utterances and 
comprehension. Children appear only to infer syntactic categories after learn-
ing chunks of language in a piecemeal fashion (e.g., Pine and Lieven 1997; 
Tomasello 2000). An alternative approach to language acquisition known as 
Neuroconstructivism (see Elman et al. 1996) uses findings from connectionist 
simulations and analyses of normal and abnormal development to argue against 
innate specialization for syntax. Instead, Neuroconstructivists conclude that 
functional localization of language in the brain of adults develops in the course 
of learning, and that abstract linguistic rules emerge as statistical regularities 
are extracted from specific learned instances of meaning–form relationships. 
The Neuroconstructivists are not opposed to there being some constraints on 
learning, but they are opposed to the idea of innate knowledge:

…knowledge is not innate, but the overall structure of the network (or subparts 
of that network) constrains or determines the kinds of information that can be 
received, and hence the kinds of problems that can be solved and the kinds of 
representations that can subsequently be stored (Elman et al. 1996, p. 30).

They question, however, whether any domain-specific language learning 
mechanisms need to be postulated.



Language Impairment and the Genetic Bases of Syntax 189

The Adaptationist Account of Language Origins 

Although sometimes depicted by psychologists as a Grammar Gene advocate, 
Pinker explicitly questioned the plausibility of such a view on evolutionary 
grounds (Pinker and Bloom 1990; Pinker 2003). According to his account, we 
should not attempt to reduce the human specialization for language to a single 
novel attribute, such as knowledge of grammar. Rather, we should conceive it 
as the culmination of gradual evolution of a whole set of traits, which, acting 
together, give us our language ability. According to this view, syntax does not 
take center stage, but is one feature of a complex new ability that emerged
in humans. It is perhaps ironic that Pinker is regarded as an opponent by the 
Neuroconstructivists, as there are many points in common between their views 
and his approaches: both stress that language capability grows out of, and de-
pends upon, a wide range of underlying sensorimotor and conceptual capabili-
ties. The principal difference between the two viewpoints is that Pinker regards 
this growth as having occurred in the course of evolution to yield a human 
brain that is uniquely prewired to facilitate language acquisition, whereas the 
Neuroconstructivists focus on the process of language acquisition in the indi-
vidual, noting how it depends on the integrity of nonlanguage faculties, rather 
than being modular from the outset. 

In 2002, Chomsky coauthored a review in Science (Hauser et al. 2002), 
which stated a view of language evolution that bore a close relationship to 
the Adaptationist account. In stark contrast to Chomsky’s earlier writings, this 
piece stressed the value of comparative studies on human and animal com-
munication systems. Furthermore, nowhere did it make any mention of innate 
grammatical rules or parameter setting; instead, three hypotheses were put for-
ward, varying in the extent to which they incorporated a specialized language 
system. In the third hypothesis, which came closest to the old Grammar Gene 
idea, the notion of a human specialization for syntax was discussed in terms of 
the evolution of brain systems that can do computations involving recursion. 
Once we couch the issue in terms of computational ability, rather than innate 
knowledge of principles that operate on syntactic elements, the notion of spe-
cialization for syntax becomes much more acceptable to neurobiologists (cf. 
Elman et al. 1996). This Recursive Brain account is amenable to experimental 
investigation and integrates readily with a more general research agenda that is 
concerned with discovering cognitive primitives. 

Theoretical Positions: Similarities and Differences

From this review of contemporary viewpoints we can see that the polariza-
tion between the Grammar Gene and Big Brain account is rather a caricature 
of the current state of debate. There appears to be widespread agreement on 
several points:
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Language is “a new machine built out of old parts,” rather than a quali-1.
tatively distinct cognitive ability that arose “de novo” in humans.
Language depends on a range of cognitive processes, many of which 2.
are likely to have parallels with animal cognition.
Primates do not have anything that resembles syntax, and complex syn-3.
tax cannot be learned by a simple associative net, or by an intelligent 
and rigorously trained chimpanzee.

A key question is what kind of underlying neurological structures are needed 
to create a brain capable of generating and understanding language, especially 
syntax. These structures must differ between humans and other primates, and 
it is an open question whether the differences will prove to be merely quan-
titative or qualitative. Also open is how many such differences will be found 
between humans and primates, and what their genetic bases will prove to be. 
A further question, implicit in the debate between Neuroconstructivists and 
Adaptationists, is how far the language-processing structures depend on lan-
guage input to develop their specialized architecture. 

My understanding of the theoretical positions outlined above is that the 
principal differences between them lie in their preferred answers to these three 
questions. Table 9.1 summarizes my interpretation of various theoretical posi-
tions in the field and emphasizes that there are plenty of possible positions 
other than the polarized Grammar Gene vs. Big Brain accounts with which 
Chomsky began. Included in this table are my interpretations of the three hy-
potheses formulated by Hauser et al. (2002):  Hypothesis 1 regards human 
language as strictly homologous to animal communication, with only quan-
titative differences in the neurobiological basis. Hypothesis 2 seems equiva-
lent to the Adaptationist account and likens the evolution of language to the 
development of the vertebrate eye, having arisen as a consequence of natural 
selection. As Table 9.1 points out, although couched in very different language, 
there are parallels between the original Grammar Gene account and the newer 
Recursive Brain hypothesis, in that both regard syntax as special and requiring 
a qualitatively different neural substrate from other cognitive functions.

Table 9.1 divides theories according to whether they postulate qualitative or 
quantitative differences between humans and other primates, but the difference
between these is not always as clearcut as it may seem. For instance, Hauser 
et al.’s (2002) hypothesis 1 is similar in many ways to the Neuroconstructivist 
approach, except that the latter assumes that qualitatively new properties arise 
as neurobiological systems become more complex. A quantitative difference
at one level (e.g., in number of brain cells) might make possible a qualitative 
change at another level (e.g., in ability to hold two elements in mind while 
operating on them). As noted by Gilbert et al. (2005, p. 584) “once brain size 
and structural complexity surpassed a certain threshold…cognitive abilities 
might increase disproportionately with physical improvements of the brain.” 
Also, we might have a purely quantitative difference in brain size, but if this 
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is regionally specific, then this could lead to a different style of cognitive pro-
cessing emerging (Passingham 2008). In a similar vein, Passingham (2008) 
noted that as brain size increases, there are associated changes in cerebral mi-
crostructure, with dramatic increases in branching complexity and dendritic 
spines. He makes the interesting point that as the neocortex increases in size, it 
becomes difficult to maintain the same proportion of neuronal interconnections, 
and this might lead to development of a larger number of smaller processing 
areas, each with strong local connectivity. The distinction between theoretical 
positions becomes decidedly blurred once we become aware of the possibility 
of nonlinear relationships between underlying structure and emergent function 
(Elman et al. 1996).

A related issue that is much debated by Neuroconstructivists is domain 
specificity of cognitive functions (see Elman et al. 1996). The notion of domain 
specificity has its origins in Chomsky’s early writings, in which he empha-
sized the discontinuity between grammar and other kinds of knowledge. Fodor 
(1983) developed this idea with his writings on modularity, arguing that encap-
sulated brain systems evolved to perform a specific cognitive function and do 
not participate in other cognitive operations. To say that something is domain 
specific is thus closely allied to saying that it is qualitatively distinct from other 

Table 9.1 Number of language-related neurobiological differences between humans 
and other primates specified by different theoretical accounts.

Theory Qualitative differences Quantitative differences
Big Brain None One = brain size (though 

could be regionally specifi c)
Hypothesis 1 
(Hauser et al. 2002)

None Several, e.g., mirror neurons 
subserving imitation; systems 
for vocal learning; systems 
for categorical perception

Neuroconstructivist
(Bates 2004)

None Several (see Table 9.2), 
whose interaction could 
lead to qualitatively new 
behaviors

Grammar Gene One: innate syntactic knowledge (Not discussed; only syntax 
of interest)

Adaptationist
(Pinker 2003)
Hypothesis 2 
(Hauser et al. 2002)

Several, including ability to use 
bidirectional symbols, ability 
to handle recursion, phonemic 
categorization; cortical control 
over articulation

Several, including spatial, 
causal and social reasoning; 
complex auditory analysis; 
vocal imitation

 Recursive Brain
Hypothesis 3 
(Hauser et al. 2002)

One: ability to handle recursion Several, including the 
nonsyntactic aspects of 
language regarded as 
qualitatively distinct by the 
Adaptationist account
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functions. Domain specifi city is a bête noire of the Neuroconstructivists, who 
have noted that just because a cognitive function is localized in a particular 
brain region and operates in a modular fashion this does not mean it is innately 
specified. For instance, reading or playing the piano would both meet this cri-
terion, yet it would clearly be nonsensical to conclude that the human brain 
has evolved an innate reading or piano-playing organ. I suggest that domain 
specifi city may be a red herring in debates about language evolution, because 
if a function is domain specific, this does not prove that it is innately specifi ed, 
and if it is not domain specific, this is perfectly compatible with contempo-
rary Adaptationist theories. In any case, logically, domain specificity has to 
be viewed as a continuum, ranging from cognitive operations that are impli-
cated only in syntax and nothing else, to cognitive operations implicated in 
all types of mental processing. Most cognitive operations will fall somewhere 
between these extremes. It could be argued that, rather than having sterile de-
bates about whether something is or is not domain specific, we should concen-
trate on specifying which linguistic and cognitive processes use overlapping 
neural circuitry

Evidence from Genetic Studies of Language

The condition of specific language impairment (SLI) is of particular interest 
when testing between theories, insofar as pathology may open a window on 
what happens when the normal genetic mechanisms go awry. SLI is diagnosed 
when a child’s language acquisition is impaired in the context of otherwise 
normal development. As noted by Marcus and Rabagliati (2006, p. 1227), “de-
velopmental disorders are particularly well placed to yield insight into evolu-
tion of language by providing insight into both halves of the equation: that 
which is unique to language, and that which is not.” The different theoretical 
accounts outlined above can to some extent be differentiated in their predic-
tions about SLI.

Neuroconstructivists argue that any linguistic deficit in SLI (or in other de-
velopmental disorders) can be traced back to impairment of a system that is im-
plicated in functions other than language. Bates (2004), for example, suggested 
that the capacity for language might be explicable in terms of the unique con-
junction of sensorimotor, attentional, and computational skills that differenti-
ates humans from other primates. Table 9.2 shows her proposals for necessary 
and sufficient prerequisites for language acquisition in humans. Two points 
are worth noting: First, all these abilities are present in nonhuman primates; 
humans differ only in having what Bates refers to as “exquisitely well-tuned” 
abilities in infancy. Second, the list does not include any special mechanism 
for acquisition of syntax.

The Adaptationist account would appear to make the specifi c prediction
that we should be able to identify several genes that (a) differ between humans 
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and primates, (b) have reached fixation in humans (i.e., do not vary in their 
form except in cases of pathology), and (c) can be associated with language 
impairment in cases of mutation. As Pinker pointed out, this does not mean that 
one should never find any other deficits associated with SLI; the genes associ-
ated with SLI might be expected to have pleiotropic effects on other systems. 
However, one should be able to identify allelic variations that have a distinct 
and disproportionate effect on language development. 

The Recursive Brain hypothesis, like the Adaptationist account, would 
anticipate a range of genetic variants linked with language impairment, but 
would also predict the existence of some children who have a specifi c dif-
ficulty with recursion, and who will therefore have problems with complex 
syntactic operations. Let us now turn to examine the empirical evidence for 
these different positions.

The KE family and FOXP2

The KE family, whose pedigree is illustrated in Figure 9.1, has been described 
as presenting evidence for a Grammar Gene theory, but this interpretation has 
been hotly contested. The first published account of this family (Hurst et al. 
1990) noted that affected members had a severe speech disorder, and comment-
ed on the striking pattern of inheritance that was consistent with a single defec-
tive autosomal dominant gene transmitted in Mendelian fashion. Subsequently,
Gopnik (1990) drew attention to the grammatical deficits of affected members 
of the KE family, noting that these were not explicable in terms of low IQ or 
hearing difficulties, and concluding that these provided clear evidence for a ge-
netic basis to syntactic knowledge. Researchers subsequently isolated a single 

Table 9.2 Functional infrastructure for language, and postulated impairments in de-
velopmental disorders, based on Bates (2004).1

 SLI  Autism  Williams
syndrome

 Down 
syndrome

Object orientation: peculiar 
fascination with small objects

intact intact intact intact

Social orientation: tendency to 
orient towards faces and voices

intact impaired intact intact

Cross-modal perception/sen-
sorimotor precision/short-term 
memory

impaired intact intact impaired

Computational power: rapid 
statistical induction

intact variable impaired impaired

1
Bates differentiates cross-modal perception and sensorimotor precision in her list 
of language prerequisites, but they are not clearly distinguished in her discussion 
of developmental disorders, so have been condensed here. Short-term memory is 
included here as it is mentioned as a key deficit in SLI and Down syndrome.
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base mutation on chromosome 7 in a gene known as FOXP2. All affected in-
dividuals and no unaffected family member had this mutation; furthermore the 
mutation was not found in a large sample of normal adults who were screened, 
nor was any abnormality in FOXP2 detected in another sample of individuals 
with SLI who were unrelated to the KE family (for a review, see Fisher 2005; 
Marcus and Fisher 2003).

A comparative study of FOXP2 by Enard et al. (2002) identified only three 
differences between mouse and man in around 700 base pairs. Of particular 
excitement was the finding that two of these changes had occurred after the 
separation of lineages of chimpanzee and human some 5 to 6 million years 
ago. Studies of DNA diversity in regions of the genome adjacent to FOXP2 led 
to an estimate that the current form of FOXP2 became fixed in human popula-
tions around 200,000 years ago, consistent with estimates of when language 
first made its appearance.

So, does the KE family provide evidence for a genetic specialization for 
syntax? FOXP2 does seem to fit all three criteria for a gene specialized for 
language: (a) it differs between humans and primates; (b) except in cases of 
mutation, it takes a constant form in humans; and (c) language impairment 
occurs when there is mutation that affects function of the gene. Nevertheless, 
there have been arguments about the interpretation of this evidence, center-
ing primarily on the conceptualization of the phenotype. Two related argu-
ments have been put forward: the effects of the gene are not specific to syn-
tax, and the language impairments in this family are explicable in terms of 
nonlinguistic factors.

The first point is clearly true. Watkins et al. (2002) noted that affected in-
dividuals did indeed have syntactic limitations, but they also had marked im-
pairments of speech production with some associated orofacial dyspraxia (as 
evidenced by difficulties in imitating facial movements such as blowing out 
the cheeks and smacking the lips). Nonverbal IQ was lower in affected than 

Figure 9.1 Pedigree of the KE family. Black symbols denote affected cases, and white 
symbols unaffected cases. Males are shown as squares, and females as circles. The fi rst 
generation (an affected mother and unaffected father) are shown in the top row. The
second row shows their five children, four of whom were affected. The third row shows 
the grandchildren, 10 out of 24 of whom were affected.
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unaffected individuals, though within normal limits in several of those who 
were affected. Furthermore, molecular studies indicate that FOXP2 is a regula-
tory gene that controls the expression of other genes which affect development 
of multiple systems, including heart, lungs and brain, and is highly conserved 
across species. I would argue that such evidence convincingly refutes the old 
Grammar Gene theory, but since nobody currently is advocating that theory,
this is somewhat beside the point. The Adaptationist and Recursive Brain theo-
ries both explicitly argue that any gene involved in language will have evolved 
from a gene that is present in other animals and that such a gene is likely to 
serve many functions. The issue is not whether FOXP2 is involved in functions 
other than language, but whether it plays a key role in building a brain that 
can process language. Gene expression studies show that FOXP2 is involved 
in several brain regions, including some that are known to be important for 
language in humans (Fisher 2005).

Neuroconstructivists would argue that the KE family’s deficits can be ex-
plained without postulating any innately specified language mechanism. The
argument goes something like this: language is a highly complex function, re-
quiring interaction between multiple systems; a complex system can go wrong 
for all sorts of reasons. An analogy can be drawn with the single-gene disorder,
Duchenne muscular dystrophy. Affected children have great difficulty in walk-
ing, but we do not conclude that the mutated gene is a “gene for bipedal walk-
ing.” Rather, we note that the mutation affects muscle function, with the large
muscles in the legs being the first to show clear pathology, leading to weakness 
and functional incapacity. Similarly, a fairly low-level sensory or motor defi cit 
could be responsible for the observed phenotypic profile in the KE family,
without invoking any specialized language genes. However, if we are going to 
adopt this line of argument, then it behooves us to identify the underlying low-
level nonlinguistic impairment that is responsible.

A key issue concerns the relationship between the linguistic diffi culties and
the problems with speech motor control. There are three ways of explaining 
this association. One possibility, compatible with Neuroconstructivism, is that 
speech motor problems make it hard for affected individuals to produce sen-
tences and hence their syntactic skills are impaired (i.e., there is a peripheral 
explanation for the observed linguistic deficits). This is not a very satisfactory 
account, because we know that a peripheral difficulty with speaking does not 
by itself compromise syntactic development: a child who is anarthric (unable 
to speak because of damage to motor systems controlling the articulators) can 
do well on the kinds of test of syntactic comprehension that are failed by af-
fected individuals of the KE family (Bishop 2002a). A second possibility is 
that there is a causal link between speech motor function and syntax, but this 
is fundamental rather than superficial. According to this view, the same brain 
systems that are important for motor sequencing are also implicated in syntax: 
thus, if they are disrupted, one will see both motor and syntactic defi cits. This
kind of argument fits with theories that see syntax as having evolved from 
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motor specialization for speech and is entirely consistent with the Adaptationist
view. It also meshes well with a theory proposed by Ullman and Pierpont 
(2005), who argue that humans have a neurobiological system responsible for 
procedural learning that is involved in automatization of motor skills and in 
mastering aspects of language form such as syntax and phonology. The main 
argument against this theory is that it would seem to predict a wider range 
of handicaps in the affected KE family members than is actually observed, 
given that skilled motor actions depend on the procedural learning system. For 
instance, Watkins et al. (2002) found no deficits on limb praxis in affected in-
dividuals. A final possibility is that the orofacial motor impairments seen in the 
KE family are associated deficits, not causally linked to the language defi cits. 
Most genetic mutations are pleiotropic (i.e., they affect multiple systems) and 
thus it is not unreasonable to suppose that a defective gene will have a range 
of effects on development.

FOXP2 is not the only gene involved in language, and its infl uences extend
well beyond the language regions of the brain. The role of this gene in speech 
production seems less controversial than its role in syntactic skill. Further stud-
ies using both linguistic and nonlinguistic tasks are needed to establish the 
nature of problems with recursion, syntax, and procedural learning in affected
individuals, but so far I am not convinced by arguments that the syntactic defi -
cits are simply secondary consequences of speech problems. Understanding 
how FOXP2 affects neurodevelopment will be an important step in throw-
ing light on language-relevant differences between brains of humans and 
other primates.

Beyond the KE Family: Other Cases of SLI

Over the past twenty years, evidence has been mounting to suggest that SLI
is a highly heritable disorder (Bishop 2002b). However, as noted above, ge-
netic analysis of samples of people with SLI has failed to find any evidence of 
mutation in FOXP2. Furthermore, although SLI runs in families, one does not 
usually find the kind of clearcut Mendelian pedigree that characterizes the KE 
family. Rather, SLI is a complex disorder that aggregates but does not segre-
gate in families.

There are several ways to approach the genetics of this kind of disorder.
One possibility is to assume multifactorial causation, with many genes and 
environmental factors of small effect conspiring to depress language ability.
This view of SLI was proposed by Plomin and Dale (2000), who suggested that 
rare mutations account for only a handful of cases of SLI, and that the disorder 
is best conceptualized as corresponding to the tail of a normal distribution of 
language ability, influenced by multiple genes of small effect (quantitative trait 
loci) rather than single mutated genes. Insofar as this is the case, the discovery 
of genes implicated in SLI is unlikely to throw light on the origins of human 
syntax. Consider an analogy with height: height in the human population is 
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influenced by a host of small genetic and environmental infl uences; identify-
ing allelic variants that lead to tall or short stature in individuals is unlikely 
to tell us anything about why, on average, humans are considerably taller 
than chimpanzees.

The kind of data reported by Plomin and colleagues do show that for many 
children, poor language development seems to differ from normal acquisition 
in quantitative rather than qualitative terms, and that whatever depresses lan-
guage ability has a fairly global influence on many facets of both verbal and 
nonverbal development. To some extent the pattern of results may be seen as 
supportive of the Neuroconstructivist account in showing that there is nothing 
all that special about language. A supporter of an alternative account might 
argue, however, that such evidence in no way disproves the idea of genetic 
specialization for language, because the kinds of individual variation that are 
measured by psychometric tests of language ability may not be the crucial ones 
for understanding origins of language. If one accepts Chomsky’s argument that 
(excepting cases of pathology) humans do not differ in their fundamental syn-
tactic abilities, then such variation as can be seen in human children is bound to 
be relatively trivial, reflective of different rates of maturation or performance 
factors. The key question for those who postulate genes important for syntax is 
whether one can identify a subset of children who are qualitatively rather than 
just quantitatively different from their peers, in terms of lacking some aspect 
of syntactic competence.

A program of research headed by Mabel Rice and Kenneth Wexler is rel-
evant to this question, as it focuses on one area of expressive syntax: morpho-
logical marking of finite verbs (for a review, see Rice 2000). A finite verb is 
one that is marked for tense and number with a grammatical morpheme such as 
past tense -ed or third person singular -s. In English, for example, the verb go
is fi nite in a sentence such as John went to school or he goes to school, but is 
nonfinite in sentences such as I want John to go to school, or I saw John go to 
school. Before the age of about 4 years, typically developing English-speaking 
children do not reliably mark finite verbs and may say John go to school rather 
than John goes to school; after this age, verb morphology is usually mastered, 
with very few errors being made. In individuals affected by SLI, however,
problems with this aspect of syntax are often seen well beyond 4 years of age. 
The problem is not just one of formulating utterances, because similar limita-
tions are seen in children’s grammaticality judgments (Rice et al. 1999). Rice 
and colleagues interpreted this pattern of results as evidence for a failure to 
set a specific parameter: one that specifi es that finite verb marking is obliga-
tory in English. Accordingly, mastery of fi nite verb marking is determined by 
biological maturation, with only a minimal amount of language exposure be-
ing needed to trigger the correct setting. However, in SLI, maturation of the 
relevant module is delayed, and children continue to treat the marking of tense 
and agreement on finite verbs as optional. Rice (2000) reviewed evidence for 
this Extended Optional Infinitive (EOI) theory, noting that it was supported by 
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the distinctive pattern of grammatical errors seen in children with SLI, and by 
the lack of correlation between their use of verb morphology and vocabulary 
development. She noted that children who have problems with verb morphol-
ogy often have other family members with language diffi culties, and suggest-
ed impaired verb morphology might act as a phenotypic marker of heritable 
language disorder.

A rather different view of specific syntactic deficits has been proposed by 
van der Lely (2005), who has amassed evidence over several years for a spe-
cific subgroup of children who have, what she terms, grammatical SLI. These
children are identified in terms of having grammatical deficits that are dispro-
portionate not just to their nonverbal abilities but also to their other language 
abilities. Thus, while they do have deficits on tests of vocabulary or verbal 
memory, these are less striking than the impairments on tests of grammatical 
production and comprehension. The deficits described by Van der Lely include 
problems with marking verb morphology, but also encompass much broader 
difficulties with identification of thematic roles in complex sentences, and ap-
plication of Binding Principles. Van der Lely (2005) interpreted these defi cits 
in terms of a domain-specifi c deficit in computational syntax and noted that 
grammatical SLI runs in families in a way that is compatible with autosomal 
dominant inheritance.

These approaches to characterizing the phenotype of heritable language 
impairment have been highly controversial, with several researchers offering
alternative interpretations of the data that challenge an account in terms of 
syntactic modularity (Freudenthal et al. 2007; McDonald 2008; Norbury et 
al. 2002; Tomblin and Pandich 1999). As argued above, however, debating 
whether deficits are domain specific or not may be of less importance than es-
tablishing whether there are genetic variants that are associated with relatively 
selective syntactic deficits. Thus, for instance, even if heritable problems with 
grammatical acquisition were due to processing limitations rather than domain-
specific linguistic deficits, this would still be informative for our understanding 
of evolutionary origins of language. The evidence from family aggregation is 
not clearcut, because family members share environments as well as genes. To
separate genetic and environmental contributions to individual variation, one 
needs a genetically informative design.

Twin Studies of SLI 

Because monozygotic (MZ) twins share all their genetic material, whereas 
dizygotic (DZ) twins share, on average, 50% of segregating alleles, one can 
estimate the genetic contribution to a trait by seeing how far the correlation 
between twins and their co-twins differs in relation to zygosity. Twin studies 
have shown that there is higher concordance for SLI in MZ than DZ twins, 
but these studies have based the diagnosis of SLI on clinical tests that do not 
allow us to study separate components of language functioning (for a review,
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see Bishop 2002b). In my own program of research, I have moved away from 
the global clinical category of SLI to study the role of genetic infl uences on
underlying cognitive processes implicated in this disorder. In this work, I have 
used a modification of the twin study method developed by DeFries and Fulker 
(1985). The starting point of the method is to take a quantitative measure of 
language impairment and identify as probands those children whose scores fall 
below a certain cutoff (e.g., the lowest 15% of the population). Suppose that 
performance on the language test were simply determined by random factors, 
so that two members of a twin pair bore no resemblance to one another. (In be-
havior genetics terminology, the trait is infl uenced solely by a non-shared en-
vironment). In that case, the mean score of the co-twins of probands would be 
at the population mean, and one could not predict a co-twin’s score from that 
of the proband. Now consider an alternative scenario, whereby performance on 
the language test is solely determined by environmental factors shared by the 
two members of a twin pair (e.g., the amount of TV exposure at home or the 
quantity of maternal talk to the children in infancy). In this case, we would be 
able to predict a co-twin’s score from that of the proband, regardless of zygos-
ity. The average co-twin score would be impaired; indeed, in the theoretically 
implausible case where such environmental infl uence were the only factor af-
fecting test scores, then means for probands and co-twins should be equivalent. 
The third possibility to consider is that ability to do a language task is solely 
determined by genetic makeup. In that case, probands and co-twins would be 
identical in the case of MZ twins, but only 50% similar for DZ twins. Using 
this logic, DeFries and Fulker (1985) showed that one could obtain estimates of 
the relative importance of genes, shared environment, and non-shared environ-
ment in determining whether a person had a deficit by doing a regression anal-
ysis in which one predicts the scores of co-twins from the scores of probands 
and a further term denoting the genetic relationship between the twins (1.0 for 
MZ and 0.5 for DZ). Figure 9.2 shows that, after transforming the data so that 
the mean proband score is 1.0 and the population mean is zero, one can get 
direct estimates of heritability of impairment by a comparison of mean scores 
for MZ and DZ co-twins. Heritability estimated in this way is known as group 
heritability (h2

g), and is a measure of the extent to which differences between 
impaired and unimpaired children are caused by genetic variation.

Phonological short-term memory as a behavioral marker of heritable SLI. 
In my first studies using DeFries–Fulker analysis, I focused on two non-syn-
tactic skills that had been postulated as underlying deficits in SLI: auditory
temporal processing and phonological short-term memory. A low-level audito-
ry perceptual defi cit was first proposed by Paula Tallal and her colleagues as a 
key deficit in SLI (Tallal 2000). Elman et al. (1996) and Bates (2004) explicitly 
suggested that such perceptual impairments could cause downstream syntac-
tic deficits. An alternative theory was advanced by Gathercole and Baddeley 
(1990), who maintained that the core deficit was not in auditory perception, but 
rather in a short-term memory (STM) system that was specialized for retaining 
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phonological sequences for brief periods of time. A popular way to assess pho-
nological STM is by asking the child to repeat nonsense words of increas-
ing length (e.g., hampent, dopelate, perplisteronk). Gathercole and Baddeley 
(1990) showed that school-aged children with SLI could do this task provided 
the nonsense words were no more than 2 syllables in length; this indicated that 
they had the ability to perceive speech sounds and program the articulators 
to produce them in a novel sequence. However, as syllable length increased, 
the difference between SLI and typically developing groups was magnifi ed, 
which suggests that the problem is in maintaining a sequence of novel sounds 
in memory. Baddeley et al. (1998) went so far as to suggest that phonological 
STM may have evolved to support language learning; note that their proposal 
is for a domain-specific system, but one that is very different from Chomksy’s
“language acquisition device,” in that it has no syntactic content.

A twin study using measures relevant to both theoretical accounts gave 
sharply contrasting findings for the two measures (Bishop et al. 1999). Auditory
temporal processing did distinguish children with SLI from unaffected cases, 
but there was no evidence of any genetic influence. Twins tended to resemble 
one another, regardless of zygosity, indicating that the similarity was due to 
shared environment, rather than to genetic similarity. Deficits in phonologi-
cal STM, on the other hand, were highly heritable, and showed no signifi cant 
influence of shared environment.

Marking of verb infl ectional morphology. Bishop (2005) studied children’s
use of verb inflections for past tense and third person singular in a sample of 
173 pairs of 6-year-old twins, selected to be over-representative of children 

Transformed score

MZ

DZ

 g

e g

Proband Co-twin

Figure 9.2 Illustration of DeFries–Fulker analysis. Data are transformed so that the 
population mean = 0 and the proband mean = 1. The effect of unique infl uences (non-
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with language impairments. As predicted by Rice (2000), scores were strongly 
skewed, with most children near ceiling, but a minority omitting tense mark-
ings (see Figure 9.3). The DeFries–Fulker analysis gave high estimates of 
group heritability for impaired verb marking. The more extreme the cutoff
used to select probands, the higher the heritability estimate. In a series of simu-
lations, Bishop (2005) showed that the pattern of results was consistent with a 
model in which an allele of a single major gene of large effect depressed ability 
on this task. The prevalence of the deficient genotype in the population was 
estimated at between 2.5–5%.

Phonological short-term memory and syntax. The finding of high heritabil-
ity for both nonword repetition (Bishop et al. 1999) and for verb morphol-
ogy (Bishop 2005) raised the question of whether phonological STM is a key 
cognitive skill implicated in syntax acquisition, as suggested by Baddeley et 
al. (1998) and Bates (2004). It is noteworthy that poor nonword repetition is a 
correlate of syntactic impairment in both the KE family (Watkins et al. 2002) 
and the G-SLI cases described by Van der Lely (2005).

To test this possibility, Bishop et al. (2006) analyzed data from a non-
word repetition task and a battery of other language tests, obtained with the 
sample of 6-year-old twins studied by Bishop (2005). Three points emerged
from this study: 

When working with children this young, it is important to be aware of 1.
two factors that contribute to nonword repetition performance. Some 
children did poorly on the test because they did not articulate the items 
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Figure 9.3 Percentage of inflected verbs produced by 6-year-old twins on a test de-
signed to elicit past tense and third-person singular endings. Frequencies are shown 
separately for a subset of children who were identified at 4 years of age as being at risk 
of language impairment (LI risk) and from a comparison group of low risk twins. See 
Bishop (2005).
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accurately, even when short nonwords were used. (This contrasted with 
data from older children, who tend to score close to ceiling on short 
nonwords.) Others could repeat two-syllable nonwords, but their per-
formance deteriorated when longer sequences were used. If just the 
overall score on the test was used, then heritability of poor performance 
was unimpressive. However, if a measure which gave a purer index of 
memory was used, based on the mismatch between performance on 
short and long nonwords, then this was highly heritable (h2

g = .61).
Apart from nonword repetition, only language measures with a syntac-2.
tic component were significantly heritable. Group heritability was high 
not only for the test of verb morphology, based on Rice and Wexler’s
work (h2

g = .74), but also for a measure of syntactic comprehension 
(h2

g = .82). In contrast, vocabulary showed no genetic infl uence and
appeared largely determined by environmental factors common to both 
twins. Poor performance on the syntax tasks was not due to low non-
verbal IQ, and heritability estimates were unaffected when the analysis 
was re-run excluding children with significant articulation problems. 
The most striking finding emerged when bivariate DeFries–Fulker 3.
analysis was conducted to see whether these different measures of lan-
guage impairment had common genetic origins. There was no evidence 
of any genetic overlap between deficits in phonological STM and the 
two syntax measures; estimates of bivariate heritability were close to 
zero. However, there was evidence to suggest that the two syntax mea-
sures (receptive syntax and verb morphology) had genetic infl uences in
common, indicating that any factor influencing syntactic functioning 
may exert an effect on a range of grammatical features, and not just 
verb morphology (cf. Van der Lely 2005).

Overall, the behavior genetic analysis indicated that there are two good lin-
guistic markers of a heritable phenotype in SLI: measures of syntax (including 
marking of verb morphology) and phonological STM. Both do a good job of 
discriminating between cases of SLI and typical development, and both give 
high estimates of group heritability. They are not, however, different measures 
of the same underlying trait, but rather appear to be independent defi cits. 

Molecular Genetic Studies of SLI

We are still a long way from identifying genes that are associated with the 
heritable linguistic defi cits identified by twin studies. Newbury and Monaco 
(2008) provide a useful review of what is known to date. These authors have 
worked with the SLI Consortium, which focuses on three main measures of 
the phenotype: scores from expressive and receptive composites of the Clinical 
Evaluation of Language Fundamentals, a widely used clinical assessment, 
and a test of nonword repetition, previously shown to show particularly high 
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heritability in twin studies by Bishop et al. (1996, 2006), and regarded as a 
measure of phonological STM. Linkage was found between a region on the 
long arm of chromosome 16 and the nonword repetition phenotype, and be-
tween a region on the short arm of chromosome 19 and the expressive language 
score (SLI Consortium 2002). Both linkages have been replicated in additional 
samples, though the specific language traits linked to chromosome 19 are not 
consistent from study to study (SLI Consortium 2004). Interestingly, Falcaro 
et al. (2008) found that chromosome 19 had significant linkage to a measure of 
use of verb morphology similar to the one used by Bishop et al. (2006). Neither 
of the SLI linkage sites was, however, found to be significant by Bartlett et al. 
(2002), who instead reported significant linkage to chromosome 13. Lack of 
agreement in results of genome scans is not uncommon, and raises concerns 
about false positives, despite statistical attempts to control for these. However,
other explanations are plausible: different methods of sampling, of phenotypic 
measurement, or statistical analyses. In general, these studies emphasize that 
most genetic influences are small in size and quite unlike the large effect seen 
with a mutation of FOXP2.

Implications of Genetic Data for the Evolution of Syntax

Chomsky emphasized that all normal humans had syntactic competence. In 
this chapter, the focus has been on those children who fail to develop normal 
syntactic competence, but it is worth stressing that even in the severely af-
fected members of the KE family, we do not see people with no syntax, but 
rather people with impaired syntax. The abilities of young people and adults 
with specific grammatical deficits fall well below age level, but they are nev-
ertheless typically well above that of a 2-year-old child, which is the level of 
comprehension achieved by Kanzi, the star of primate language learning. This
in itself suggests that syntax is not a monolithic skill, but rather involves a 
complex set of interacting components, only some of which may be defi cient 
in those with SLI.

How, then, should we proceed in our quest for the genetic origins of SLI? If 
our main goal is to study the etiology of SLI, then it makes sense to continue 
to work with traditional language measures that yield a normal distribution of 
scores, and to look for genetic correlates of scores in the tail of the distribution, 
because it seems that most cases will correspond to the tail of a normal distri-
bution of language ability. If, however, our goal is to identify mutations that 
may have been important for the transition from a pidgin status to complex lan-
guage, then we may make more progress if we focus on analyzing the SLI phe-
notype to identify those heritable deficits that are not part of normal variation, 
which may have their origins in rare allelic variants. To date we know of one 
genetic mutation, in FOXP2, that affects both speech and syntax. Furthermore, 
strong linkage to chromosome 16q for nonword repetition creates optimism 
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that we may find another locus strongly associated with defi cient phonological
short-term memory (SLI Consortium 2004). The behavioral analyses suggest 
that yet another gene may be associated with pure syntactic defi cits affecting
verb morphology, and a preliminary linkage study indicates this has a different
locus from the nonword repetition deficit (Falcaro et al. 2008). The evidence 
to date is very preliminary but it suggests that data from children with SLI will 
add to the evidence that humans have evolved not just one brain specialization 
for language, but many, which act together to give a robust communicative 
system.

A final intriguing question is whether a child who had SLI in English would 
have developed SLI if Chinese was the native language. Alas, this is likely to 
remain an armchair experiment! It does, however, get to the heart of the ques-
tion of whether genetic influences are general for syntax (in which case the am-
bient language would be immaterial), affect acquisition of specifi c components
of syntax (in which case a child with poor ability to master verb morphology 
would do fine in Chinese), or affect nonlinguistic perceptual or motor skills 
that impact on language (in which case the perceptual or motor demands of 
the language will affect whether SLI is manifest). If we do identify genes that 
are associated with risk for different SLI phenotypes in English, it will be of 
considerable interest to study their impact in individuals learning languages 
with very different grammatical and perceptual characteristics.
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Abstract

Syntax is a system for forming complex signals and mapping these signals onto con-
ceptual/intentional representations. This system is unique to humans, and no animal 
species has a system of comparable complexity. The evolution of any complex organ
can present a serious puzzle and the issue of the evolution of syntax is even more 
complex, given that one has to consider the interplay of three major systems: biologi-
cal evolution (and thus inheritance), cultural transmission, and individual learning. To
complicate things further, the comparative method—the basic tool of biologists—can-
not be readily used given the uniqueness of human language. Yet, it still can be useful 
to start investigations from the bottom up. Accordingly, a survey of knowledge about 
the syntactic abilities of animals is made. Then a brief summary of knowledge on how 
and what genes have an influence on syntax or on language, in general, is provided. 
Potential evolutionary constraints are discussed as well as some potential mechanisms 
for the evolution of syntax, like the Baldwin effect, genetic assimilation, masking, and 
unmasking. Finally, a review is provided of the fossil and archaeological evidence that 
may be relevant to any detailed scenario considering the evolution of syntax and that 
might help to formulate testable predictions.

Introduction

Discussions in our group were based on the understanding of a number of 
shared starting viewpoints. First, our focus was on spoken language, the 
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primary natural form of language. Written representations of language can 
be deceptive, especially in matters such as segmentation into words. Second, 
English should not be assumed to be a typical natural language. There is enor-
mous variety and diversity in languages, and many language structures differ
significantly from those exemplified by English. Third, the classic distinction 
between competence and performance is indispensable, but our stance on this 
differs somewhat from that of Chomsky, who first drew attention to this con-
trast. Competence is the tacit knowledge of an adult native speaker of his/her 
language. It determines the form of sentences and relations between form and 
meaning that a speaker can produce and understand. Performance is determined 
by two types of factors: accidental and constant, or permanent. Examples of ac-
cidental factors are distraction, drunkenness, and sporadic confusion. Constant 
performance factors include short-term memory and processing speed, which 
do not change significantly from utterance to utterance. In this sense, and 
as conceived by Chomsky, the causal relationship between competence and 
performance is one-directional: Performance factors affect the realization of 
well-formed sentences delivered by competence, but competence itself is not 
affected by accidental factors. We would argue that this viewpoint is unduly 
influenced by an idealized view of the adult language user. In development, it 
seems likely that the formation of adult competence is constrained by perfor-
mance factors, some operating during ontogeny, others throughout a lifetime. 
We would therefore argue against a marginal role for performance factors, but 
instead suggest there can be a causal relationship from performance factors to 
competence that is not commonly recognized.

A problem for anyone attempting to investigate the biological bases of syn-
tax is the plethora of different conceptualizations of syntax. There are several 
theoretical approaches to the problem of describing the complexity of syntax, 
and they range from complex context-free generative grammars to structur-
ally simpler cognitive and discourse-based grammars. The dominant paradigm 
for over a generation has been the generative approach (e.g., Generalized
Phrase Structure Grammars, GPSG). Recently, there has been a return to more 
Minimalist approaches (e.g., Culicover and Jackendoff 2005).

It might seem tempting to favor intuitively simple models of syntactic struc-
tures, especially in a biological context, because Minimalism offers attributes 
that are more easily assimilated into biological paradigms, as it makes less 
exotic claims about what must be contributed by unique human characteris-
tics. However, the appeal of apparently very simple ways of putting things 
may be misleading. Certain types of complexity are indisputably inherent in 
the structure of natural languages, so that any model aiming at empirical ad-
equacy must express them one way or another. Consider, for instance, the set 
of phenomena that linguists often refer to under the rubric of “ movement.” It 
is sometimes said that certain models are simpler because they avoid move-
ment operations, but the movement/non-movement debate tends to hide the 
fundamental fact that any model trying to deal with natural languages must 
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express the fact that there are long-distance dependencies in language. For 
instance, in interrogative constructions like What book do you think I should 
read ___ ? one must express the fact that the phrase what book is understood 
as the thematic object of read, even if it is pronounced in a position which can 
be quite distant from read. Thus, any theory must possess a device to establish 
a relation between two positions, let us say an antecedent and a gap (but many 
other terminologies can be used), which can be indefinitely far away. Technical
discussions on the exact formal nature of the device (e.g., classical genera-
tive grammar and government and binding approaches involve “displacement” 
from one position to another in the tree; GPSG and Minimalism do not) should 
not obscure the simple fact, which is generally accepted, that natural languages 
admit long-distance dependencies, and that any model must include a device 
to capture them.

Similarly, certain models look simpler in that they use very shallow, es-
sentially flat tree structures (e.g., a ternary tree for clauses: [SVO]) rather than 
more articulated and “deeper” binary structures like [S[VO]]. Again, the “sim-
pler” character of flat structures may be misleading if we look at the whole pic-
ture. If a model is intended to express properties of natural languages, it must 
state somewhere that subjects are systematically more prominent than objects, 
in that, for instance, a subject can bind a reflexive in object position but not 
vice versa; in fact, there are innumerable examples of such asymmetries be-
tween subjects and objects involving anaphoric and pronominal dependencies, 
the licensing of polarity items, agreement phenomena, etc. One approach is to 
express the asymmetry directly in the tree structure with the binary branch-
ing representation [S[VO]]. If a model uses flat structures, it must express the 
asymmetry in some other component, which shifts the question to what nota-
tion is the most perspicuous and useful, but the fact remains that the asymme-
try must be expressed somewhere. Thus, to consider a flat model “simpler” can 
be misleading: the “simplification” in the tree structure forces the complication 
of some other component.

A note is in order about the role of Minimalism and evolution in general. 
Biological phenomena did not appear as the result of rational design, but rather 
due to tinkering. This means that components of the preexisting machinery,
which may also serve other functions, have been recruited and modifi ed to
serve new functions, often in an idiosyncratic temporal order. No engineer 
would have designed crossing food and air channels between the upper vo-
cal tract and the chest. This is a legacy of evolutionary tinkering. By the 
same token, genetic regulatory networks, so basic to complex traits, are by 
no means minimal. The moral is that formal Minimalist accounts of language 
may misguide us when we treat the historical complexification of language. 
However, unnecessary expressive power in theories is equivalent to exces-
sive degrees of freedom, and weakens the theory, just as much as inadequately 
expressive power.
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Another issue on which theories diverge is the mapping between syntax, 
on the one hand, and semantics and processing, on the other. It is important to 
realize that the emphasis in theoretical linguistics on syntactic theory does not 
imply contempt for, or ignorance of, the way such theories map onto semantics 
and processing. In fact all syntactic theories, from Chomsky (1965b) on, have 
been applied to sentence processing, and all of them come equipped with a 
compositional semantics.

The reason why syntacticians have not talked much about these interfaces is 
simply because they are painfully aware that the processors and semantics are 
the least psychologically plausible aspects of the theory. In particular, there is 
general agreement that psychologically real semantics is biologically embed-
ded in ways that are mostly unknown. Researchers working in this fi eld hope
that neurocomputation and machine learning will deliver something better, so 
that they can cheerfully abandon Montague semantics. Meanwhile, syntax is 
presently seen as the best guide for the form that a biologically grounded theo-
ry of meaning will take, for the simple reason that evolution and child language
acquisition could hardly allow syntax to be other than simply and composition-
ally related to semantics.

In general, certain differences in analytic details tend to be overemphasized 
by linguists compared to nonlinguists, giving the impression of a prolifera-
tion of syntactic theories and frameworks that are fundamentally different and 
inconsistent with each other. While there is genuine disagreement on how best 
to analyze certain phenomena, this should not obscure the fundamental agree-
ment on a core of basic syntactic generalizations that has emerged over the 
last half century of syntactic research with precise formal tools. Identifying a 
consensus on the core syntactic structures would be particularly useful for pro-
moting interdisciplinary collaborations to explore the cognitive and biological 
bases of language.

Syntax is a system for forming complex signals and mapping these signals 
onto conceptual/intentional representations. This system is unique to humans, 
and no animal species has a system of comparable complexity. Assuming that 
human language is like any complex organ evolved by natural selection (Pinker 
and Bloom 1990), one would expect language to have some sort of genetic 
profile. Yet we know very little about how and what genes have an infl uence 
on syntax or on language in general. (Present knowledge is reviewed in the 
section, Genetic Influences on Syntax). Thereafter, the biological grounding 
of syntactic theory and the potential constraints that such grounding can offer
are discussed.

The evolution of any complex organ can present a serious puzzle, and we 
spent considerable time discussing the evolutionary processes that can render 
such evolution more probable (see section, Evolutionary Mechanisms for the 
Evolution of Syntax). Relatively simple processes, such as exaptation and self-
organization, are highlighted first. The issue of the evolution of syntax is even 
more complex, however, given that one has to consider the interaction of three 
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major systems: biological evolution (and thus inheritance), cultural transmis-
sion, and individual learning. The interplay of these systems is crucial to the 
evolution of syntax. There are at least two sources of regularities and gener-
alizations in syntax: historico-social processes, including grammaticalization, 
and innate biases affecting language acquisition during ontogeny. Some in-
triguing interactions, like the Baldwin effect, genetic assimilation, masking, 
and unmasking are discussed. Finally, any serious theory of syntax evolution 
must be able to give testable predictions that can be linked to the paleontologi-
cal record. While this may sound a daunting task, it cannot be avoided. We
conclude with a review of the fossil and archaeological evidence that may be 
relevant to predictions about the evolution of syntax.

Syntax in Animals?

To shed some light on the evolutionary roots of syntactic abilities, researchers 
have examined the vocal utterances of several species. Candidate species in-
clude birds and some whale species, which are known to produce elaborate vo-
calizations and which can be described in terms of rules, as well as nonhuman 
primates because of the specific interest in shared features of nonhuman and 
human primate communication.

General Characteristics of Animal versus Human Communication

A striking feature of most, if not all, animal communication is the lack of a 
symbolic structure (Deacon 1997). Most of the complexity in animal commu-
nication can be explained by the fact that listeners are apt at extracting infor-
mation from signals, while the sender does not always intend to provide that 
information (Seyfarth and Cheney 2003; Fischer 2008). Further analyses of the 
structure of animal communication need to take into account that both the ac-
quisition and the performance of vocal behavior differs substantially between 
different taxa. In terrestrial mammals, the structure of the utterances is gener-
ally considered to be innate, while songbirds have to learn (based on innate 
biases) their species-specific songs. Some animals produce series of repetitions 
of the same sound (e.g., the croaking of a frog), whereas others utter strings of 
different notes, often composed into higher-order structures. The structure of 
both birdsong and humpback whale songs has been explored. One of the most 
elaborate singers among the songbirds, the nightingale, commands up to 200 
song types (Hultsch and Todt 2004), with each song consisting of a succession 
of several elements or notes. Altogether, the song of a typical nightingale may 
have up to 1000 different elements. Thus, the number of combinatorial signals 
is effectively smaller than the elements which make up the signal (Hurford 
2009). The same appears to be true for humpback whales, and is strikingly 
different from human languages, in which the number of words is orders of 
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magnitude less than the number of possible sentences. The most elaborate bird 
and whale song exploits two main devices: repetition of syllables or phrases, 
and sequencing of up to about seven separate units (perhaps iterated) into a 
single phrase, itself perhaps iterated. Most significantly, bird and whale songs 
are combinatorial but not semantically compositional in the sense that the ele-
ments that make up the utterance carry specifi c meaning.

Perplexingly, the utterances of nonhuman primates are much less elaborate 
than that of songbirds or whales, with the notable exception of gibbon song, 
despite the fact that nonhuman primates do not simply utter single calls, but 
rather bouts of several calls. The question is (a) whether such sequences can be 
described in terms of syntactical rules, and (b) whether they allow listeners to 
attribute differential meaning based on the combination of different call units. 
The first point can be largely refuted as sequences do not follow fully predict-
able patterns (e.g., Crockford and Boesch 2003, 2005; Arnold and Zuberbühler 
2006); instead, signal combinations can be described more appropriately in 
probabilistic terms. There is, however, good evidence for the second point 
(Arnold and Zuberbühler 2008; Arnold et al. 2008; Zuberbühler 2002). Since 
most monkey and ape species have relatively small repertoires, this constraint 
may have favored listeners’ abilities to process signal combinations. On the 
production side, it remains unclear whether the processes that give rise to het-
erotypic call sequences (i.e., successions of different call types) are fundamen-
tally different from those that lead to series of the same call (Hammerschmidt 
and Fischer 2008).

Phonological and Syntactical Complexity Need Not Equal Lexical Syntax

Consider an example based on a series of studies in Bengalese fi nches (Okanoya
2004b), which demonstrate that phonological and syntactical complexity need 
not result in lexical syntax. Bengalese finches are the domesticated strain of 
the wild white-rumped munias. In contrast to the wild white-rumped munias, 
Bengalese finches have been domesticated for over 250 years, during which 
time the courtship song became phonologically and syntactically complex. 
Acoustic and syntactical analyses of the two strains reveal marked differences
between them. Bengalese finches use wide varieties of song note types, in-
cluding the harmonic stack, frequency modulation, narrow-banded tone, wide-
banded noise-like elements. White-rumped munias use primarily wide-banded 
noise-like elements. Bengalese finch song syntax is expressed by fi nite-state 
syntax with loops and returns, whereas white-rumped munia song syntax is 
simple and linear. Laboratory study of cross-fostering between the two strains 
revealed that white-rumped munias are more specialized in accurately learning 
their own-strain phonology, whereas Bengalese finches learned the phonology 
of both strains equally but less accurately, suggesting that Bengalese fi nches 
lost a species-specific bias to learn their own species’ phonology accurately.
However, using a nest-building assay, Okanoya (2004) found that females of 
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both strains work more when stimulated with complex songs as opposed to 
simple songs, suggesting that bias to prefer the complex song exists in fe-
males even in the wild strain. Breeding experiments also suggest a preference 
for complex songs in Bengalese finches. Males reared in a nutritiously com-
petitive environment tend not to develop longer song bouts. Since longer song 
bouts give more opportunity for demonstrating song complexity, males in less 
competitive environments have room to develop syntactically complex song. 
Furthermore, when two song tutors with different degree of song complexity 
were provided, male chicks were more likely to learn from complex singers.

Field observation in Taiwan suggests (Okanoya, pers. comm.) that syntacti-
cal complexity does not develop under the pressure for species recognition. 
Populations of white-rumped munia show a gradient of song syntactical com-
plexity, but nevertheless songs are generally simpler in white-rumped munia 
than in Bengalese finches. In wild populations of white-rumped munia, when 
there are more sympatric species (in this case, the spotted munia), the popula-
tion shows less syntactical complexity and vice versa. In addition, song pho-
nological complexity, as examined by the degree of song sharing, suggests a 
similar tendency: the more sympatric species, the fewer song note variations 
were observed.

These behavioral/ecological studies are supported by neural and molecular 
studies (Okanoya, pers. comm.). When the sizes of song control nuclei are 
compared, Bengalese finches have a larger relative neural volume than white-
rumped munias. Gene expression profiles of the two strains revealed higher 
levels of the neurotrophic factors in the auditory areas in Bengalese fi nches. In
Bengalese finches, auditory selectivity of the neurons in the forebrain area for 
the bird’s own song negatively correlated with song complexity of the subject 
bird. This suggests that neurons are less exactly tuned for the bird’s own song 
in singers with complex songs.

For over 250 years, Bengalese finches have been artificially selected for 
their plumages and breeding capacity, not for their songs (Okanoya 2004b). 
Still, artificial selection may have influenced sexual selection of song com-
plexity by female preference through indirect maternal control (Soma et al. 
2009). Specifically, females may be changing their maternal investments to 
the siblings depending on the attractiveness of their mates: when breeding 
with a poor-quality singer, the female may reserve their investments for fu-
ture opportunities. Results reviewed thus far suggest this possibility (Okanoya, 
pers. comm.).

Taken together, it appears likely that phonological and syntactical complex-
ity in Bengalese finch songs evolved because (a) domestication freed them 
from pressure for species recognition based on song characteristics, and then 
(b) sexual selection advanced the syntactical and phonological complexity.
This is consistent with the masking/unmasking idea which we discuss later.
However, sequential variability only quantitatively stimulates females; dif-
ferent sequences of song phrases do not convey different meanings nor set 
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different behavioral contexts (Okanoya, pers. comm.). Thus, song syntax in 
birds should be regarded as phonological syntax, but not lexical syntax.

Experimental Studies of Grammatical Capabilities of Nonhuman Species

Researchers have conducted experimental studies to explore animals’ abilities 
to process different types of grammars. There is some evidence that tama-
rins and starlings can distinguish between sequences that were generated 
using different types of “grammars” (Fitch and Hauser 2004; Gentner et al. 
2006). These studies examined whether the animals were able to distinguish 
between finite state grammar (FSG; exemplified by (AB)n ) and context-free
grammar (CFG), exemplifi ed by AnBn, with n = 2–4 (see Figure 10.1a and 1b, 
respectively). Syllables were drawn from a pool of spoken syllables or starling 
song types (warbles and rattles). Tamarins habituated with abab or ababab
sequences were able to distinguish aabb and aaabbb sequences from the for-
mer, but not the other way around. Thus, Fitch and Hauser (2004) concluded 
that the animals were unable to process CFG grammars. In contrast, starlings 
(after exhaustive training) were able to discriminate between these two types 
of stimuli. Although one study maintained that starlings can master CFG gram-
mar (Gentner et al. 2006), the evidence was considered inconclusive since they 
could resolve this task either by counting or a combination of attendance to the 
first stimuli in the sequence (primacy effect) plus counting (see Peruchet and 
Rey 2005; Corballis 2007b).

Experimental Studies on the Neurobiological Correlates of Syntax in 
Humans

Although few neurobiological studies have been performed on animals, 
Friederici et al. (2006a) have investigated humans using functional magnetic 
resonance imaging (fMRI) after they habituated to string sets of the same type 
as used in the Fitch and Hauser study. In the Fitch and Hauser study, elements 
(i.e., syllables) of the A category and the B category were marked by pitch 
(i.e., male vs. female voice); syllables in the Friederici et al. (2006a) study 

A B A B A B

A A A B B B

(a)

(b)

Figure 10.1 (a) FSG and (b) PSG (or CFG); n = 3.
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were marked phonetically (i.e., high vs. low vowels). Brain imaging data re-
vealed that the “FSG” stimuli, of the form abab and ababab, activated the left 
frontal operculum (fOP), in the inferior frontal gyrus, while “CFG” stimuli, of 
the form aabb and aaabbb, activated Broca’s area (BA 44/45) in addition to 
the fOP.

The CFG used in all these studies does not necessarily require the construc-
tion of embedded hierarchical structure (see Figure 10.2) but can be processed 
based on a simple counting strategy. Therefore, a novel CFG was devised 
which required the construction of a structure, as in Figure 10.2 (Bahlmann et 
al. 2008). In this novel grammar, the relation between syllables in the sequence 
was marked by voiced–unvoiced consonants; that is, B-syllables began with 
consonants (p, t, k), which are the unvoiced counterparts of the onsets of the 
related A-syllables (b, d, g). For this CFG, again, Broca’s area (BA 44/45) was 
found to be the crucial area recruited for the processing of CFG compared 
to FSG.

Using a natural language (German), Friederici’s group demonstrated a 
similar finding. In this study, center-embedded sentences were used; the rela-
tion between A and B in a structure was marked by subject–verb agreement. 
Activation in the inferior portion of BA 44 of Broca’s area increased as a func-
tion of syntactic hierarchy (number of embedded (nested) structures). In this 
experiment, the distance between dependent elements (subject, noun, and 
verb) was varied systematically. It was found that the factor of distance (i.e., 
number of words between subject-noun and verb) activated the left inferior 
frontal sulcus independent of the syntactic hierarchy. The interaction of the 
factors syntactic hierarchy and distance (i.e., general verbal working memory) 
was seen in the superior portion of BA 44. Functional and structural connectiv-
ity analyses revealed strong connections between the inferior BA 44 and the 
inferior frontal sulcus during the processing of multiple embedded sentences. 
These data indicate that syntactic hierarchy is represented separately from gen-
eral verbal working memory in different brain areas, but that the two respective 
areas work together to process syntactically complex structures—successful 
processing that has only been demonstrated in humans.

The question then arises whether the ability to process hierarchically com-
plex structures with nested dependencies is possible in humans due to specifi c 
neuroanatomical aspects of BA 44 either in the microstructure of BA 44 (e.g., 
receptoarchitectonics or microcircuitry), the relative size of BA 44 (which is 

A1 A2 A3 B3 B2 B1

Figure 10.2 Novel PSG with a relation between syllables, where subscript denotes 
corresponding pairs.
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defined cytoarchitectonically) in humans compared to nonhuman primates, or 
the macrostructure, be it the structural connectivity within the prefrontal gyrus 
or between the prefrontal and temporal gyrus. The available data on this ques-
tion are sparse, but a recent structural connectivity study suggests different
connectivity patterns in the human and nonhuman primate brain (Rilling et al. 
2008). Moreover, the relative size of BA 44, when defi ned recepto-architecton-
ically, appears to be somewhat different between the human and the macaque 
monkey (Petrides and Pandya 2002b). Additional studies comparing the neu-
roanatomy of the two species are necessary to evaluate whether these might 
explain the functional ability to process nested hierarchical dependencies that 
clearly characterize natural human language. 

Finally, it is interesting to mention that Fedor, Ittzés, and Szathmáry (this 
volume) present a semi-realistic neural network that is able to parse input 
with center-embedding. It relies on the observation that CFG requires some 
implementation of a stack, with the necessary pop and push operations. Their 
proposed network is simpler than the previous solutions, since it rests on the 
assumption that gating of synaptic connections is critical for complex cogni-
tive processes. There are four main components of the neural network: the 
input layer, the stack, the comparing layers, and an end-of-sentence neuron. A
perceptron learns the dependencies between classes of words, and the neuronal 
stack takes care of the long-range dependencies that appear in a sentence. The
capacity of parsing is limited only by the depth of the stack. This strongly sug-
gests that to produce and parse CFG, the evolution of a neuronal implementa-
tion of “stack” is a necessary step.

Genetic Influences on Syntax

To discover genes that may be involved in syntax, a major approach is to iden-
tify humans with language impairments and then determine any underlying 
genetic anomalies. Specific language impairment (SLI) is diagnosed when 
a child has problems with acquisition of language production and/or under-
standing for no apparent reason. In the 1980s the results of twin studies were 
published showing that SLI is a highly heritable disorder (for a review, see 
Bishop 2002b). However, with one exception, which we discuss more fully 
below, single genes have not been found that have a strong causal association 
with SLI. It may seem odd that more genes have not been identified for such a 
highly heritable disorder, but this is actually to be expected, given that SLI is 
relatively common. In this regard SLI resembles other complex multifactorial 
disorders, such as heart disease and diabetes. If a single mutation were respon-
sible, then we would expect it would have been selected against and gradually 
removed from the population. As noted by Keller and Miller (2006), where a 
common disorder is heritable, it is likely to be polygenic; it may either be infl u-
enced by the additive effects of many common allelic variants, each of which 
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contributes only a small amount to the variance, or it may be heterogeneous, 
with many rare mutations, each of which explains only a small proportion of 
cases. In general, this kind of explanation seems increasingly likely for com-
mon developmental disorders.

An exception to this general rule was a three-generational British family 
in whom SLI appeared to be inherited in an autosomal dominant fashion. The
first report by Hurst et al. (1990) stressed the speech difficulties in this family 
(the KE family), but later reports focused more on the associated language 
difficulties (see Bishop, this volume). Fisher and Marcus (2006) describe the 
history of discovery of the mutation in the KE family and its relevance for the 
evolution of language. Initially, linkage was found to a region of chromosome 
7. Subsequently, a case of chromosome translocation was found with a similar 
phenotype, and this allowed geneticists to home in on a more precise location 
on the chromosome, eventually identifying a point mutation in the FOXP2 
gene. This gene had not previously been thought to be implicated in brain func-
tion, but was subsequently shown to play a role in the development of regions 
of the frontal lobe, subcortical structures, and cerebellum. It is not, however,
a language gene; rather it is a transcription factor that affects the function of 
many other genes, and it is involved in the development of the lung, heart, and 
other organs.

The mutation in the KE family is a clear case of speech and language dis-
order caused by a single gene mutation, but the mutation is very rare and only 
a handful of cases have been discovered, largely by searching for other cas-
es with similar phenotype. The nature of the phenotype has been a matter of 
some debate. It is clear that affected individuals have problems with sequential 
speech production, which can lead to major problems with intelligibility. They
also have language diffi culties, evident in their written language and compre-
hension, which cannot simply be explained as secondary to the speech diffi cul-
ties. It is unclear whether a higher-level problem with nonlinguistic cognition 
can be discovered to account for such problems.

One current hypothesis considered by Tomblin et al. (Christiansen, pers. 
comm.) is that sequential learning is a key underlying skill important for lan-
guage learning, involving extraction and further processing of discrete ele-
ments that occur in complex temporal sequences. Rather than studying cases 
of rare mutation of FOXP2, Tomblin et al. asked whether common allelic 
variations in a FOXP2 promoter region might be associated with differences
in sequential learning and language. A serial-response time task (SRT) was 
used as a measure of sequential learning in a sample of adolescents with and 
without language impairment. Associations were tested between SRT learning 
and variations in six single nucleotide polymorphisms (SNPs) selected from 
the major haplotype blocks within FOXP2. Two SNPs were associated with 
SRT learning. The association between genotypic status and language status 
was also found to be significant. These results suggest that FOXP2 infl uences 
systems that are important to the development of both sequential learning and 
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language, supporting the hypothesis that language may be subserved by un-
derlying mechanisms for sequential learning. Why should have common al-
lelic variants with a detrimental effect on language persisted in the popula-
tion? Is it possible that this aspect of the human genome is still undergoing
evolutionary change?

Because FOXP2 shows such strong Mendelian effects—in the KE family a 
single mutant copy in humans reliably produces a severe speech and language 
phenotype—we should expect direct and specific control of a single gene over 
language. Yet, there is a problem: FOXP2, the gene itself, is far from specifi c. 
In addition to the brain, it is expressed in lung, heart, liver, gonads—most or-
gans of the body. Further, it is expressed not only in humans but also in fruit 
flies and many other organisms which do not learn language. How then, can 
its mutation have such specific effects? For example, while affected KE family 
members exhibit language impairment, they also have diffi culty performing
manual sequential movements or in breathing.

Current techniques using microarray hybridization or deep sequencing to 
identify gene-level expression in different cells or tissues, followed by a sta-
tistical analyses of the covariance of these levels offer the next ideas for con-
ferring specifi city of FOXP2’s actions. Since FOXP2 is a transcription factor,
rather than its levels or mutation status being fully predictive of the language 
phenotype, the levels and state of key genes with which it interacts will be 
informative. These genes will differ across organs and animals, giving rise to 
specific gene networks. Indeed, an autism susceptibility gene known as contac-
tin-associated protein-like 2 (CNTNAP2; Stephan 2008) has recently been dis-
covered to be a transcriptional target of FOXP2 in humans (Vernes et al. 2008). 
Key pieces of evidence link CNTNAP2 to language. These include the fact that 
certain CNTNAP2 variants in autistic children are associated with the age at 
first word (Alarcon et al. 2008). Additionally, Vernes and colleagues (2008) 
found that genetic polymorphisms of CNTNAP2 in children with SLI are cor-
related with their ability to do a nonword repetition task. As a member of the 
neurexin superfamily of transmembrane proteins, CNTNAP2 is likely involved 
in cell–cell communication processes in the nervous system. Interestingly, its 
expression is enriched in areas of the human fetal cortex which give rise to 
language, while its cortical expression in rodents, who are not vocal learners, 
is diffuse (Alarcón et al. 2008).

Acceptance of FoxP2 as a “molecular entry point” to gene networks in-
volved in language makes tests of its neurobiological function, and that of 
its key targets, of interest. As we cannot perform such tests in humans, what 
model organisms should we use? Mice are transgenically tractable, but they are 
not considered to be vocal learners. Nonetheless, mouse models of Foxp2 mu-
tations (either with the normal human version of the gene, or the KE mutation; 
see Hilliard and White, this volume) have been generated and offer important 
insights. Although some of these data conflict as to whether there is an effect of 
specific mutations on vocal communication, in one report (Groszer et al. 2008) 
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in which mice with the KE mutation lack vocal deficits, other learned motor 
skills are impaired. This tells us that FoxP2 in nonvocal learning animals may 
be more generally involved in other learned complex motor behaviors. This
idea is compatible with the findings of Tomblin et al. (2007), mentioned above, 
and also suggests that detailed investigations of motor skill learning in humans 
with variants of the FOXP2 gene might be valuable.

In songbirds, many of which are vocal learners, experimentally induced 
diminishment of FoxP2 levels in the specific subcortical neurons dedicated 
to song, results in imprecise song copying. Further, other studies show that 
when songbirds sing, FoxP2 levels decrease naturally in these same neurons 
(White and Hilliard, this volume). Additionally, CNTNAP2, one of FoxP2’s
target genes mentioned above, is enriched in cortical-like pallial regions that 
give rise to song (S. A.White, pers. comm.), just as it is enriched in areas of the 
human fetal cortex that give rise to language. These exciting fi ndings reinforce
a specific role for FoxP2 in learned vocal communication signals in those spe-
cies with this ability. Other comparative data on FoxP2 may have a bearing on 
the species-general contribution of this gene to vocal behavior. Each of the dif-
ferent clades of echolocating bats (Li et al. 2007) show extensive and diverse 
changes in the FoxP2 gene sequence. This stands out against a remarkably 
conserved profile of FoxP2 gene changes in other mammals. This unusual pat-
tern of gene modification in a group of animals which rely on extremely pre-
cise vocalizations for predation suggests that FoxP2 may be playing a general 
role in highly demanding vocal behavior. In general, we are not in a position 
to be able to correlate specific sequence differences in this gene with specifi c 
vocalization consequences, either for animals or humans.

Together, the comparative data suggest that we can use nonhuman models to 
shed light on FoxP2 neural function. For example, work to detect FoxP2 gene 
targets and networks in songbirds can be compared to targets and networks in 
humans and thus highlight shared and unique subsets (see Hilliard and White,
this volume). Shared gene networks are hypothesized to be involved in vo-
cal mimicry and sequential learning in the vocal motor domain. Those unique 
to humans could highlight specializations for critical, semantic, and syntactic 
capacity. In tandem, the study of people with language disorders may have 
the possibility to throw light on the origins of language, but we do need to be 
careful in how we interpret the evidence. In many cases, language disorders are 
not going to tell us about specific genes involved in the evolution of language, 
but rather will result from combined effects of many genes of small effect.
Even where large effect genes are found, such as FOXP2, they do not have 
syntax-specifi c effects. However, this does not mean they are uninteresting—
they may indeed indicate just how genes involved in other functions developed 
new capacities.
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How an Evolutionary Perspective Constrains Syntactic Theory

Those working on the evolution of language place new demands on any theory 
of syntax, namely the need for forms of syntax of intermediate complexity. In 
evolutionary theory the understanding of difficult transitions is much easier if 
the given transition can be broken down into a number of intermediate steps. 
For example, understanding of the origin of life is much easier under the as-
sumption that genes came before protein synthesis and the genetic code. By the 
same token, the origin of the eukaryotic cell is more readily understandable if 
we accept that the origin of mitochondria and that of the cell nucleus did not 
have to happen simultaneously. This is why it is important to try to propose 
forms of syntax with intermediate complexity. Such intermediates will be far 
from perfect, but they still can be better than the previous stages. One example 
may be a first form of Merge that could operate only on words. Then in the 
next stage it could work on constructs from the previous stage. Such intermedi-
ate stages could be important for the modelers because they could then build 
specific models to try to simulate the evolutionary emergence of such stages. 
This could allow us to develop a feel for plausibility of alternative scenarios 
for syntactic evolution.

Another important contribution that the biological grounding of syntax can 
provide is a set of constraints that can narrow down the space of theoretical 
possibilities. Although it is often argued that there is an infinite space of pos-
sible forms of syntax, there are in fact many constraints on realizable forms 
that syntax can take. These arise from diverse sources, many of which are 
not explicitly linguistic in origin. Figure 10.3 (based on Deacon 2004) depicts 
how these many constraints collectively reduce the space of possibilities (see 
also Deacon 2003b). This will constrain the social evolution of language with 
respect to its learnability and transmissibility and likewise the biological evo-
lution of adaptations supporting syntactic functions in language.

An additional class of constraints (not depicted) includes especially those 
associated with evolvability; the fact that evolution itself is a signifi cantly 
constrained process in which certain restrictive conditions must be met for 
something to have the possibility of evolving. This includes having relevant 
evolutionary precursors that could be modified appropriately, the presence of 
appropriate selection pressures that are relatively stable over a very large num-
ber of generations, and some significant consequence for reproduction. Thus,
for example, it is quite unlikely that primates would ever have evolved wings 
like angels. Consider words. The absence of any innate words from languages 
suggests that they are not evolvable. This begs a question about syntax. If 
innate words are not evolvable, why should we expect innate syntax to be 
evolvable? Are there some aspects of syntax that we might expect to be more 
evolvable than others? By focusing on the stability of the phenomenon across 
time and its relative invariant neural representation we gain some hints. As
syntactic theories have matured during the past thirty years, there has been a 
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development from abstract algorithmic conceptions of syntax to more concrete 
and generalized conceptions. Whereas abstract and highly specifi c algorithmic
capacities are unlikely to be evolvable for these reasons, more concrete and 
general processes (e.g., learning biases, working memory limitations, chunk-
ing strategies, hierarchical analysis, and automatization demands, to list few) 
that apply across syntactic operations are probably evolvable.

From an evolutionary perspective this introduces many additional con-
straints (not depicted in Figure 10.3) as well as prior biases, such as the visual 
specialization of primate ancestry, biases and constraints on learning and trans-
mission, and the amount of evolutionary time and selection pressures support-
ing language. Generally, the briefer the time of language evolution, the less 
modifi ed the brain should be for language processes and the more fragile this 
capacity should be to insult (e.g., by developmental damage), whereas the lon-
ger language has been around the more linguistically modified the brain should 
be and the more language-specific constraints should matter.
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Figure 10.3 Nested hierarchy of constraints on possible syntactic forms. Higher level 
constraints are more general and set the boundary conditions for those lower down the 
list (indicated by the arrow). This diagram is meant to be exemplary of the logic of this 
constraint hierarchy, not a definitive list. The specific constraints are only intended as a 
suggestive list, and are not further explained. It shows how the space of “possible lan-
guages” (aka possible syntactic systems) may actually be quite reduced; both for evo-
lution and acquisition. “Frozen accident” refers to the possibility that both social and 
genetic evolution can arbitrarily limit possible evolved forms simply by the fact that 
alternatives can disappear from the population by the chance effects of breeding and so 
simply reduce the space by accident. The inclusion of biosocial evolution refers to the 
fact that these constraints affect not only what can evolve biologically or in the trans-
mission of language, but also how these processes interact over evolutionary time.
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Evolutionary Mechanisms for the Evolution of Syntax

Exaptation of Nonlinguistic Capacities for Syntax 

The concept of exaptation is crucial for understanding the origin of evolution-
ary novelties. Exaptation (previously called preadaptation) is the phenomenon 
where an adaptation that has gone to fixation in some selective environment 
turns out to be useful in a new one. The more complex the phenomenon to be 
explained, the greater the role exaptation is likely to have played in its appear-
ance. It is the rule that after the initial stage of recruitment of the old adapta-
tion into the new function, it gets refined through genetic evolution by natural 
selection. The bacterial flagellum is perhaps the most spectacular example of 
a series of exaptations and selective fine-tuning, producing a complex mobil-
ity apparatus based on a rotating electromechanical nano-machine (see Figure 
10.4). This machine has several components, including (among others) the ex-
ternal fi lament, the motor and the stator, a secretory system and a chemotaxis 
apparatus. All of these components have proteins that are in part homologous 
to some other proteins in the cell. It is crucial that none these components 
was involved in mobility before. For example, the motor is homologous to 
a transport channel using a hydrogen ion gradient. The various components 
had been recruited (exapted) from previous functions, and they had undergone
further evolution to varying degrees. It is very likely that the evolving structure 
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Figure 10.4 Biological nano-machine of a bacterial fl agellum.
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served some intermediate functions before motility, such as targeted secretion 
and adhesion.

We believe that recruitment of functionally different exapted modules played 
a crucial role in the evolutionary origins of language as well. For instance, it 
is possible that hierarchies got processed first in the domain of tool making 
and then was refined in the context of language; this refinement, in turn, fed 
back favorably on tool use and tool making. Humans have a suite of complex 
cognitive functions. It is likely that they are dependent on a set of intermediate 
phenotypes that act as processing modules in more than one complex adap-
tation. One important intermediate phenotype could be the ability to handle 
hierarchical representations in the brain. It is thus natural to expect that several 
mutations affecting human cognitive behavior will have pleiotropic effects.
This shows that functional modularity does not imply the lack of pleiotropy.
This may imply to some that evolution of natural selection of these traits could 
have been retarded. New studies in population genetics indicate, however, that 
pleiotropy can in fact speed up adaptive evolution, provided the population is 
far from its adaptive peak. This is likely to apply at the beginning of hominine 
evolution (for further discussion, see Szathmáry and Számadó 2008a).

Language functions are the result of emergent synergies that have subse-
quently come under selection for these higher-order interaction effects. A pro-
cess that could lead to the emergence of such synergies could be important for 
the transition to language.

Coevolution of Genes and Social Transmission with Regard to Syntax

The notion that the evolution of syntax appeared by virtue of a very lucky ac-
cident (aka “hopeful monster” mutation) is considered by most biologists to 
be implausible. They would argue that the human facility of language syntax 
most probably arose from many changes in genetics and neurology, which col-
lectively contributed appropriate processing biases. But how did this novel 
functional synergy arise in the fi rst place?

The interaction of biological evolution and cultural transmission makes the 
evolution of human syntactic abilities more complex than other evolutionary 
processes (Boyd and Richerson 1985, 1996; Deacon 1997; Laland et al. 1999). 
The interplay between these processes has motivated considerable interest in 
evolutionary mechanisms that consider the influence of behavior on the di-
rection of evolution. In recent years many researchers have suggested that a 
Darwinian variant of something like a Lamarckian process might have been in-
volved; in other words, that learned syntax in our ancestry, before the hominid 
brain was in any way adapted for language, created conditions for this acquired 
behavior to become progressively controlled innately. Theoretical variants of 
evolutionary processes that take into account this multilayer interaction in-
clude the Baldwin effect, genetic assimilation, and niche construction.
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Genetic assimilation has been demonstrated by experiments in various con-
texts (Pigliucci et al. 2006). It is important, however, to realize that in some 
cases, it leads to simplification while in others it can lead to more complexity.
In the classic Waddington-type experiment, it led to simplifi cation. The crucial
concept here is the norm of reaction of a genotype: how is the phenotype af-
fected by environmental change (see Figure 10.5). Due to selection in the new 
environment there is no selection against the loss of plasticity.

It is important to look at a mechanism where genetic assimilation can cre-
ate adaptive complexity. We begin with a general model of this process, as 
developed in quantitative genetics (see Figure 10.6). First, phenotypic plas-
ticity can be essential to survival in a changed environment (Figure 10.6a). 
Note that without a plastic response the population will go extinct. Second, 
peak shifts on an adaptive landscape can be produced by plasticity on an un-
changing adaptive surface (Figure 10.6b). The bold line shows the adaptive 
surface. Third, the combination with genetic evolution is as follows. If plastic-
ity is too low, peak shifts can be impossible. If it is very broad, adaptation is 
possible without genetic change. An intermediate degree of plasticity is the 
most interesting case, because the population can start shifting due to plasticity
followed by genetic change through natural selection in the same direction. 
Complexity could be gradually built up due to a series of such plastic and ge-
netic peak shifts in succession. The process just described is sometimes called 
the Baldwin expediting effect.

There are many attractive features of this view which might help explain 
the origins of syntax; however, the process requires that learned syntactic be-
havior was already available in some form prior to being assimilated to genetic 
control. Another problem is that there is often confusion between the Baldwin
effect, genetic assimilation, and niche construction (and sometimes a tendency 
for people to treat these as Lamarckian processes, which they are not). Thus,
we must fi rst carefully distinguish between them. The Baldwin effect and ge-
netic assimilation processes are actually quite different processes—in some 
ways inverses (Deacon 2003a), while niche construction typically will involve 
both in complex interactions.

Baldwinian Process

Baldwin (1896) originally called this hypothetical mechanism “organic se-
lection” because it was ultimately due to factors intrinsic to the organism
rather than extrinsic, as in Darwinian natural selection. The same basic idea 
was simultaneously presented by James Mark Baldwin (1896), Conwy Lloyd 
Morgan (1896), and Henry Osborne (1896), though their proposals differed
in details. In fact, Osborne argued that the mechanism showed that evolution 
could proceed by this mechanism in the absence of natural selection (he was 
an anti-Darwinian).
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Figure 10.6 Phenotypic plasticity and adaptation, where the x axis denotes phenotypic 
values and the y axis denotes both mean fitness and the frequency of a given phenotype 
in the population. Bold lines are mean fitness; the dashed line represents mean fi tness 
in the new environment. The thin solid line represents the population distribution in the 
old environment and the thin dotted line represents the population distribution after a 
plastic response to the new environment. (a) Without a plastic response the population 
will go extinct. (b) Peak shifts on an adaptive landscape can be produced by plasticity 
on an unchanging adaptive surface.
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In this hypothetical process, plasticity and/or learning (i.e., epigenetic ef-
fects) shield a lineage from elimination by natural selection, and thereby allow 
more variants to emerge and be retained in the population. This increases the 
chance that at some point in that lineage a more appropriate congenital (not 
requiring plasticity) variant can emerge and come to replace the plastic/con-
ditional phenotype. Individuals who could adapt without suffering the costs 
associated with plasticity or learning would presumably out-compete the rest 
and in this way enable this variant to become dominant in the population.

This mechanism has been difficult to demonstrate empirically, and to many 
it appears only to be a claim that behavioral plasticity allows a species to shift 
between niches and distinct adaptive optima. A more serious limitation is that 
being able to adapt to conditions due to fl exibility reduces the selective value 
of any alternative less plastic phenotypes that might arise, and so would resist 
being so replaced (though this does not exclude selection favoring adaptations 
that add support to this plasticity). Cost/benefit factors are critical determinants 
of the process, with the high cost of plasticity/learning contributing to the rela-
tive selective advantage of an innate variant. Of course, being too infl exible for
the context is also a problem. There will likely be a cost of infl exibility relative
to the changeability of the environment to consider as well.

Deacon (2003a) describes the process presumed to initiate this change as 
the “ masking” of selection on specific traits, due to relaxation of the adap-
tive demands. For example, redundant extra-genomic support for a phenotypic 
function (such as the need to produce vitamin C endogenously, see below) 
relaxes selection on the maintenance of genetic information to produce this 
effect and thus allows mutations to accumulate and degrade the genetic infor-
mation. Degradation at the genomic level comes easy, due to random sponta-
neous point mutations, and is hard to reverse because this requires precisely 
inverse mutations.

 Waddingtonian Process

In the 1940s and 1950s, Conrad Waddington ran breeding experiments on fruit 
flies to determine if acquired traits could be bred to become ineluctable. He 
showed that breeding for traits that were expressed only if specifi c environ-
mental conditions held could lead to their expression irrespective of environ-
ment. He called this process “genetic assimilation” (see Figures 10.5).

This mechanism differs from Baldwin’s in two ways. First it is a conse-
quence of the unmasking of traits that are below the threshold for selection 
and thus are otherwise neutrally varying; second it was an empirically dem-
onstrated effect. The mechanism remained only theoretical until quite recently 
(Rutherford and Lindquist 1998). The mechanism involves many genes with 
weak effect (thus requiring environmental support) being progressively grouped 
together because selective mating will be much more probable between carri-
ers due to their reproductive advantages. After many generations of breeding 
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between carriers, Waddington showed that the initially conditional trait tend-
ed to be produced irrespective of environmental infl uence. Waddington de-
scribed this increase in the probability of epigenetic expression as an increased 
“canalization” of the process.

Niche Construction

Recently, a more complex variant of this has been invoked implicitly and ex-
plicitly by a number of people (Deacon 1997; Laland et al. 1999; Odling-Smee 
et al. 2003). It can be exemplified by the beaver dam effect, which also shows 
its link to the “extended phenotype” of Dawkins (1982). Beavers actively 
modify their niche, such that over evolutionary time beavers have become in-
creasingly adapted to this artificial aquatic niche. It is important to note that 
niche construction improves the fitness of the organisms. Many effects that 
populations of organisms have on their environment are negative; this can be 
referred to as niche destruction. Niche construction involves a combination of 
Baldwinian and Waddingtonian processes. It is often a response that functions 
to reduce exposure to the negative influences of natural selection, as in bea-
ver dams (in this way it is Baldwinian); however, by creating new conditions, 
previously neutral phenotypic variants that are relevant to taking advantage of 
or fitting into this niche become exposed to selection (unmasked). In this way,
if niche construction produces a relaxation of selection, it can mask selection 
on some traits and, at the same time, create conditions for unmasking others, 
related in complementary ways to the masking process. More importantly, the 
unmasked traits will involve a wide variety of previously unrelated genetic 
loci and epigenetic processes that just happen to contribute. So even if the 
Baldwinian mechanism is merely degenerate, it may set up conditions for in-
directly correlated functional mechanisms to be collectively modified in linked 
ways with respect to the masked traits.

This is important to the evolution of the syntax problem because it suggests 
an evolutionary mechanism whereby previously unlinked neural mechanisms 
may be drawn together in such a way that they become collectively selected 
with respect to some synergistic consequence. Whatever evolutionary modifi -
cations to brain function made syntactic operations more easily acquired and 
effortlessly employed in our communication, they were inevitably a highly di-
verse set of neural structures and mechanisms that were not originally evolved 
for language. Explaining how they came to cooperate synergistically and be-
come progressively modified, with respect to each other to more effi ciently 
serve this novel collective function, has long been one of the more insuperable 
problems for biologists attempting to explain the evolution of our extensive 
language adaptations.

Deacon has provided a number of simpler analogical cases of this process 
to help exemplify how it works. Some particularly clear and analogous cases 
involve the degradation of endogenous ascorbic acid biosynthesis in primates, 
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the evolution of gene duplication in the evolution of hemoglobins and in ho-
meotic genes, and, by reference, to work by Okanoya on song control in a 
domesticated finch (Deacon 2003a, b, 2004).

For example, the loss of endogenous ascorbic acid synthesis and the redis-
tribution of selection to distributed genetic loci and diverse phenotypes involve 
the following steps: 

Fruit eating, due to facultative (flexible) adaptation (i.e., arboreal feed-1.
ing), supplements vitamin C (ascorbic acid) synthesis, and masks se-
lection for the benefits of endogenous production.
Masking allows degradation of endogenous vitamin C synthesis in pri-2.
mate lineage and eventually complete degradation of the gene (GULO) 
responsible for its production.
This results in something analogous to addiction to environmentally 3.
supplied dietary vitamin C.
Since this is an extrinsic source that will be competed for, the addic-4.
tion produces selection for means to better guarantee this extrinsic 
contribution.
This will redistribute selection to other genetic loci and phenotypic fea-5.
tures that support access to vitamin C, including, for example, 3-color 
vision for ripeness identification, changes in teeth and digestive tract, 
changes in taste preferences, changes in metabolic handling of other 
substances (e.g., alcohols) potentially present in fruits, etc.
These independently unmasked features will collectively and synergis-6.
tically contribute toward this common end (e.g., via a Waddingtonian
process) and thus make the adaptation more stable by widely distribut-
ing the selection load.

In parallel ways, relaxation of selection, due to what might be described as 
linguistic niche construction, likely contributed to the evolution of the com-
plex synergistic brain functions associated with language syntax. The role it 
may have played in the emergence of these novel interdependencies among 
cortical areas is to increase the ease of recruitment of diverse brain structures 
to aid language. For this to have led to efficient utilization of this higher-order
integration of cortical functions, however, subsequent selection had to rein-
force this synergy and refine the match between these unmasked capacities 
and the unique functional demands imposed by language processing. In other 
words, analogous to the case of recruited adaptations for obtaining vitamin C, 
unmasking of these many independent neurobiological contributions to syn-
tactic processing would have initiated Waddingtonian selection to stabilize this 
synergy and further hone the fit, respectively. The extent to which the sort of 
interactions resulting from masking effects are predisposed by prior functional 
relationships and epigenetic fine-tuning to bias the direction of evolutionary 
change is subject to debate and, more importantly, open for future detailed 
investigation of the relevant parameters. But the capacity of this mechanism to 
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expose unprecedented interrelated clusters of traits to the effects of natural se-
lection on their synergistic contributions to a complex trait makes it an attrac-
tive mechanism for explaining many aspects of syntactic evolution. In sum, 
classical natural selection, genetic assimilation and relaxation from selective 
constraints are all likely to have contributed to the evolution of the complex 
of adaptive changes supporting syntax, but their relative contributions are un-
known and need to be explored.

The very fact that language is culturally transmitted could lead to mask-
ing of at least some of the genes that influence the acquisition and facility 
with syntax, ultimately giving rise to a weakening of innate constraints. Smith 
and Kirby (2008) present a model of the coevolution of learning biases and 
languages transmitted by learners possessing those biases innately. Using a 
Bayesian model of learning, they show that although the nature of the bias 
provided by genes is crucially important, evolution will favor learners in which 
the strength of the bias has no effect on the outcome of cultural evolution of 
language. This is a case of masking, because natural selection cannot “see” 
the strength of the innate bias. They hypothesize, in line with Deacon’s argu-
ment, that strong biases will therefore erode. Ultimately, this model leads us 
to expect that once a language can be culturally transmitted with some reli-
ability, then evolution will lead to the precise set of circumstances where these 
cultural processes are increasingly important and where selection will favor 
agents with traits that help maintain this process.

It may be worth considering how these issues relate to Lachlan and Slater’s
(1999) “ cultural trap hypothesis” for the evolution of socially acquired bird-
song. In their model, learned birdsong may be maintained by selection even 
when the average fitness of a population of learners may be lower than a popu-
lation with an innate song. This is due to an evolutionary trap where, once 
there are individuals in a population able to produce variable behavior, more 
constrained behavior is selected against it if it reduces the effectiveness of so-
cial transmission. We can think of this as a kind of addiction to culture. Once 
we are reliant on cultural transmission of behavior then it is hard to shake 
the habit.

The interaction of genetic evolution and cultural transmission can have a 
profound effect on the nature of the genetic contribution to the acquisition and 
neural processing of syntax. According to a prominent view, genetic constraints 
specify a “ universal grammar” (UG): a system of arbitrary linguistic principles 
that explain the speed of language acquisition, language universals, and why 
language is uniquely human. But could such genetic constraints co-evolve with 
language? Deacon (1997, 2003) reviewed a number of requirements for the 
evolvability of language adaptations, arguing that in principle a biologically 
evolved UG is unlikely, as is the evolution of innate words. Christiansen et 
al. (2006) investigated this hypothesis with a theoretical model, implemented 
in computer simulations, analyzing when genes encoding UG could coevolve 
with language. Their results suggest that genes for UG could only coevolve 
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with stable aspects of the linguistic environment. Yet, prior to the existence of 
putative language genes, the only linguistic constraints are cultural conven-
tions, which typically change much faster than genes. A fast-changing linguis-
tic environment does not provide a suffi ciently stable target for biological ad-
aptation: so an innate UG could not have evolved by genetic assimilation from 
a culturally transmitted syntax (even if we allow for niche construction). This is 
in disagreement with Baldwinian scenarios described, for example, by Pinker 
(1996) and Jackendoff (2004) and strongly suggests that UG is an evolved cul-
tural product dependent on preexisting cognitive mechanisms that have been 
modified to complement, but not replace, constraints arising from learning, 
communication, and social transmission. However, this does not mean that 
there could not be genetic assimilation of a wide variety of functional supports 
for social acquisition and ease of implementing syntactic algorithms (such as 
a more efficient working memory) as Christiansen et al. (2006) demonstrated 
in another set of simulations. Most importantly, there are procedural neurobio-
logical capacities, such as operation on hierarchical structures (among many 
others), that would be selectively favored in a communication scenario, and 
thus collectively constituting language-specific innate adaptations even though 
they do not determine anything that looks like UG. 

All these mechanisms assume some version of gene–culture coevolution, 
such that genes and culture relate to each other a little like a symbiosis be-
tween two species (e.g., Deacon 1997). Genes evolve by mechanisms that are 
reasonably well understood, but cultural evolutionary processes have only 
recently been systematically explored. Beginning in the 1970s evolutionary 
biologists began to apply Darwinian principles to cultural evolution (Cavalli-
Sforza and Feldman 1981; Boyd and Richerson 1985; Henrich and McElreath 
2003). Early work was mostly based on theoretical models but more recently 
the number of experimental and field studies has begun to increase (Mesoudi 
2007; Henrich and Henrich 2007; see also Jaeger et al., this volume). Cultural 
variation is subject to some of the same processes that operate on genes. An
analogous process to natural selection can operate on cultural variation. For 
example, if an individual somehow culturally acquires an aberrant ideolect, 
their ability to communicate will be handicapped and selection will act against 
the propagation of the ideolect. Cultural evolution also includes a number of 
processes with little parallel in the genetic system. Labov (2001) reviews the 
longish list of processes that are involved in dialect change. For example, lo-
cally prestigious women often inspire others to imitate the dialect innovations 
they model. The picture that emerges is that culture evolves under the infl uence 
of a complex concatenation of forces which shape it over time.

This overview of evolutionary processes suggests that coevolutionary ap-
proaches may hold the key to answering some of the apparently paradoxical 
problems this unprecedented language function poses. Specifically, it over-
comes the difficulty of explaining the evolution of the complex interdepen-
dence of brain functions recruited for this capacity, as well as explains the 
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powerful role played by cultural transmission in structuring syntactic conven-
tions in ways that are learnable and well-suited to functional brain architec-
ture. Because of the many levels of interactions involved, these processes are 
remarkably complex and convoluted, and are not easily understood without 
the aid of simulation research to test the contributions of many relevant pa-
rameters and boundary conditions. Although these theoretical innovations 
are still new and exploratory, they offer methodological approaches that can 
make the insights of biological evolution more compatible with the insights of 
syntactic analysis.

Correlates of Syntax in the Fossil Record

One of the paradoxes of the origins of syntax lies in the fact that while archae-
ologists and paleoanthropologists are probably not the best scientifi c commu-
nity to ask what syntactical language is and when it arose, they probably retain 
in their hands the best, not to say the only, information to answer the latter 
question. Language does not fossilize. Complex technologies, regional trends 
in the style and decoration of tools, systematic use of pigments, abstract and 
representational depictions on a variety of media, burials, grave goods, musical 
instruments, and personal ornaments are among the more common long-lasting 
human creations that may be considered, at one degree or another, as nonlin-
guistic phenotypes associated with the emergence of language (Barham 2002; 
Klein 2000; d’Errico et al. 2003; Henshilwood and Marean 2003; Coolidge and 
Wynn 2004; Henshilwood et al. 2004; Conard 2003; Vanhaeren and d’Errico 
2006; d’Errico and Vanhaeren 2009; Henshilwood and Dubreuil 2009). They
could, if their significance in this respect was more precisely evaluated, pro-
vide valuable information on the origin and, if any, on the evolutionary steps 
that have led to syntactical language. Recent discoveries have dramatically 
changed our knowledge on the chronology of the emergence of these traits and 
the fossil human populations to which they were associated. We know now that 
composite tools using elaborated hafting techniques were used since at least 
200 ky and are found among both Anatomically Modern Humans (AMH) in 
Africa and Neanderthals in Europe and the Near East (Mazza et al. 2006). A
systematic use of pigments, probably used for body decoration, is attested in 
Africa at archaeological sites dated to 160 ky (Marean et al. 2007) and pos-
sibly at sites dated to 280 ky (McBrearty and Brooks 2000). In the Near East 
the oldest evidence for a systematic use of pigments dates back to ca. 100 
ky (Hovers et al. 2003). Pigments are sporadically used by Neanderthals in 
Europe since 300 ky (Marshack 1981) but their use becomes systematic only 
after 60 ky (d’Errico 2003; Soressi and d’Errico 2007; see Figure 10.7). Burial 
practices go back to 120 ky among both AMH and Neanderthals (Pettitt 2002; 
d’Errico et al. 2003). Fully shaped bone tools (spear points, awls, spatulas, 
harpoons) are found in Africa since at least 75 ky, possibly 90 ky (d’Errico 
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and Henshilwood 2007; Yellen et al. 1995). They disappear between 70 ky 
and 50 ky. Neanderthals, in contrast, produced complex bone tools only af-
ter 40 ky, just before their extinction (Villa and d’Errico 2001; d’Errico et al. 
2003). Convincing evidence for the use of personal ornaments, consisting of 
perforated marine shell belonging to a single species, is found at sites from 
South Africa (d’Errico et al. 2005), North Africa (Bouzouggar et al. 2007), and 
the Near East (Vanhaeren et al. 2006) dated to between 100 and 70 ky. Beads 
disappear in these regions between 70 ky and 40 ky (d’Errico and Vanhaeren
2009) and reappear almost everywhere in Africa and Eurasia after this time 
span. 40 ky beads from Europe are associated to both Neanderthals and AMH
(d’Errico 2003). They differ from their 100–70 ky antecedents in that they take 
the form of hundreds of discrete types identifying regional patterns (Vanhaeren
and d’Errico 2006). The earliest abstract designs, engraved on bone and ochre, 
are found in South Africa and are dated to ca 75 ky (Henshilwood et al. 2002). 
Figurative representations, consisting of painted, engraved and carved animals, 
appear much later, at ca 28 ky in Africa and 32 ky in Europe, Asia, and the Near 
East (McBrearty and Brooks 2000; Conard 2003). The oldest carved musical 
instruments, consisting of flutes made of bird bone and mammoth ivory, are 
found in Europe and date back to 32 ky ago (d’Errico et al. 2003; Conard et 
al. 2004). No convincing musical instruments are associated to Neanderthals 
(d’Errico and Lawson 2006).

The arguments put forward to link these innovations to syntactical language 
are of various natures. The uniformitarianist approach to this issue postulates 
that societies of the past, which show in their social and cultural systems the 
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Figure 10.7 Ochre slab engraved with an abstract pattern found in Middle Stone Age
layers of Blombos cave, Cape Province, South Africa, dated to ca. 75,000 years (photo 
F. d’Errico).
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same degree of complexity recorded in historically known societies speak-
ing syntactical languages, must have had means of communications of com-
parable complexity (Binford 1983; Renfrew 1996; Tschauner 1996; d’Errico 
and Vanhaeren 2009; Henshilwood and Dubreuil 2009; but see Botha 2008). 
Deacon recalls that knapping techniques requiring a complex sequence of ac-
tions to produce fully shaped symmetrical tools have been considered viable 
correlates for the presence of hierarchical structures in contemporary commu-
nication systems on the grounds that those tools required a structured “syn-
tax” of actions to be produced (Dibble 1989; Deacon 1997; Stout et al. 2000, 
but see Stout and Chaminade 2007). For example, early Oldowan stone tools,
which date to 2.4 million years ago, required only a few simple strikes of stone 
to produce their crude cutting edge (clearly nonhierarchical). Acheulean hand 
axes associated with Homo erectus required multi-step preparation and a shift 
in methodology to prepare the stone core and refi ne the cutting edge (demon-
strating the dependence of nested production techniques). Some Mousterian 
and Upper Palaeolithic tool technologies (associated with Neanderthals and 
modern humans) often required careful preparation of a core so that precise 
blades could be chipped off, as well as hafting of points to wood. Both of these 
procedures show evidence of multi-level nesting of signifi cantly different tech-
niques suggesting some facility with hierarchic thinking. Again, whether this 
correlates with syntactic hierarchical ability is unclear, but it is important to 
note that the manufacturing today of the more complex hand axes by archae-
ologists activates their right-hemisphere analogue of the Broca area, whereas 
no such brain activity is elicited by manufacturing the simpler tools (Stout 
et al. 2008).

Symbolic manifestations have been repeatedly mentioned as the best evi-
dence for the emergence of language on the grounds that only a communi-
cation system with complex symbolic functions can create symbolic codes, 
embody them in material culture, and unambiguously transmit their meaning 
from one generation to another (Donald 1991; Deacon 1997; d’Errico et al. 
2003, Henshilwood and Marean 2003).

Complex techniques and symbolic artefacts, however, as observed by 
Bickerton, are not in themselves conclusive with respect to syntax: a structure-
less protolanguage may create and maintain complex technological traditions 
and symbolic codes without the need of syntax. According to Bickerton, a way 
for dating the emergence of syntax would be that of using convergent lines of 
evidence. Since evolutionary novelties are more likely to appear during a spe-
ciation event than in the midlife of a species, the emergence of modern humans 
in Africa could set the commencement date for syntax at ~ 160 ky BP. Since 
the laying down of universal grammar most probably preceded the H. sapiens 
Diaspora from Africa, dated to ~ 60 ky, and most of the behavioral novelties 
appear now to date between 160 ky BP and 110 ky BP, these three lines of ar-
guments converge on, and are fully consistent with, the emergence of syntax 
in this 100 ky period. D’Errico suggests that in order to test this scenario we 
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should gain better insight into the pertinence of each category of symbolic arte-
facts as correlates of language, in general, and syntax, in particular. Correlates 
of functions constitutive of syntax, such as hierarchical organization, Merge,
recursion, and links between distant elements (see Rizzi, this volume) are 
found in complex symbolic nonlinguistic codes. The discovery in the archaeo-
logical record of symbolic artefacts displaying codes of such a complexity may 
identify past populations with cognitive abilities compatible with the devel-
opment of syntactical language. This hypothesis testing approach should not 
be restricted to the African AMH considering that Neanderthals developed a 
number of behavioral innovations (e.g., burials, pigment use, ornaments, com-
posite tools) suggesting their capacity of creating symbolic codes (d’Errico et 
al. 2003; Zilhão 2006).

In conclusion, languages with some form of syntax probably emerged be-
fore the appearance of complex symbolic artefacts in the archaeological re-
cord. This may have occurred in Africa, in conjunction with the origin of our 
species in that continent, or independently at different times and places among 
different fossil populations. The latter scenario is consistent with disputed 
(Coop et al. 2008) recent genetic evidence (Krause et al. 2007), indicating that 
the FOXP2 variant of modern humans was already present in the Neanderthal 
genome and that its appearance predates the common ancestor (dated to around 
300–400 ky) of modern humans and the Neanderthals. This is because the 
complete replacement of the ancestral form with the modern form implies the 
presence of a selective pressure for whatever these mutations have contributed 
(i.e., possibly the increased fluency of syntactic speech). So the presence of 
FOXP2 in Neanderthals would suggest that this syntactic speech demand was 
present at least at the point that our two lineages shared a common ancestor.

Finally, diverse fossil evidence concerning such features as brain and vocal 
tract evolution may also aid in determining the time course of the evolution 
of syntactic speech. For example evidence for changes in brain size and mor-
phology—beginning roughly 2 million years ago and reaching modern propor-
tions as early as 400,000 years ago—may be relevant (Bruner et al. 2003). In 
addition, evidence for the time course of vocal evolution has been supplied 
by discoveries of modern appearing hyoid bones that predate AMH (Martínez 
et al. 2008) and changes in the cranial and spinal openings associated with 
neural innervations of tongue and diaphragm in hominids, which may corre-
late with the timing changes in voluntary control of these muscles associated 
with vocalization.

Conclusions

We are very far away from being able to answer all of the relevant questions 
regarding the biological grounding and evolution of syntax. However, progress 
can be observed on almost all grounds and some conclusions can be made.
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First, one can safely say that no known animal communication system has 
the complexity of human language (syntax). Combinatoriality, which can be 
observed in animal communication, does not equal compositionality, which 
as far as we know has not been observed. Neuronal implementation of stacks 
for language processing (i.e., the ability to move beyond level 1 recursion or 
to process CFG) might be one of the key features lacking in animals. It is 
important for research to continue exploring animal’s abilities to process and 
produce different types of grammars. Neurobiological studies on animal cogni-
tion are currently severely lacking in this regard, and thus this represents a very 
promising and interesting field for future studies.

As far as the genetic background of human language is concerned, we have 
come a long way from the simplistic view of FOXP2 as a gene for grammar. To
determine how it truly acts with regard to language requires a careful charac-
terization of the phenotypes associated with its variation in humans and in ani-
mal models. In addition to further probing its linguistic effects, nonlinguistic 
phenotypes associated with the KE mutation should be evaluated. If we could 
unveil a subtle motor deficit in the general domain of sequential learning, this 
would fit with the altered motor learning exhibited by mutant mice bearing the 
KE-like Foxp2. Perhaps a nonlinguistic phenotype is shared across mammals.

With regard to vocal communication, careful characterization of the impact 
of diverse Foxp2 mutations on mouse ultrasonic vocalizations is warranted to 
rule out deficits due to general developmental delays. Similar care in the con-
struction of mutant animals can avoid unintended effects of the sheer mechan-
ics of gene manipulation. Conditional mutants in which the expression of the 
altered gene can be activated at different stages of maturity will help identify 
which aspects of the full phenotype are the result of altered brain structure and 
which are due to altered real-time function.

All of the above issues apply to the study of FoxP2 in songbirds, the most 
experimentally tractable animal model to share the vocal learning capacity 
with humans. Following alteration of FoxP2 levels in the brains of songbirds, 
we should carefully pursue (a) any syntactic phenotype, (b) any nonvocal mo-
tor deficits such as serial response time, and (c) the relative effects of the muta-
tion on brain formation versus ongoing function during singing. Finally, com-
parison of the gene networks that FoxP2 participates in across several animal 
groups and humans holds promise for providing valuable information about 
what is shared and what is unique. This will likely point us to other genes that 
contribute to acoustic communication and vocal learning, including more com-
mon developmental disorders of language.

The exploration of evolutionary mechanisms that are capable of producing 
such a complex set of adaptations like human language should also continue. 
Functional recruitment of old adaptations to new functions (exaptation fol-
lowed by fine-tuning) could have been a major factor in language evolution. 
Relaxation of selective constraints is an important source of variation. It may 
have allowed the creation of synergistic circuits of previously decoupled or 
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loosely coupled brain regions which then could generate more complex behav-
ior as a raw material of further adaptive evolution.

The coevolution of genes and social transmission probably played a crucial 
role in the evolution of syntax. Breaking down this process into subprocesses 
(i.e., Baldwin effect, genetic assimilation, the evolution of learning rules and 
biases) and specifying the role of these subprocesses could be a huge step for-
ward. Of course this assumes a better understanding of gene–culture coevolu-
tion which underlines the importance of the modeling approach (see Jaeger et 
al., in this volume).

Finally, to test our theories of syntax it is crucial to identify the cultural and 
the biological correlates that we may find in the fossil record. There are sev-
eral promising ways to carry out such research, from identifying the symbolic, 
syntactic, and cognitive requirements of the complex traditions that left their 
traces in the fossil record, to identifying the genetic, neuronal, and morpho-
logical correlates of modern human language.

Here we tried to show the usefulness of biological grounding of potential 
theories of syntax. While many questions remain, we are encouraged by the 
apparent progress. The flourishing cooperation between scientists from very 
different backgrounds offers hope that knowledge from various fields will be 
integrated, eventually enabling us to resolve the “hardest problem of science”: 
the origin of human language and that of syntax.
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Brain Circuits of Syntax
Angela D. Friederici

Abstract

Against the background of possible neuroanatomical differences of the human and 
nonhuman primate brain, brain circuits for the processing of syntax are considered. 
Evidence from event-related potential studies as well as from functional brain imaging 
studies is presented indicating that local phrase-structure processing and the processing 
of hierarchical dependencies can be mapped onto two separable neural networks: the 
former involves the frontal operculum and the anterior superior temporal gyrus; the lat-
ter involves Broca’s area and the posterior superior temporal gyrus. Neuroanatomical 
data indicate that the respective brain areas of each of these networks are connected 
by different fi ber tracts. These findings suggest that the two syntactic brain circuits are 
separable, functionally as well as structurally.

Introduction

The evolution of language has been discussed for decades. The discussion has 
ranged from a view that specialized brain mechanisms specific to language ac-
quisition have evolved over long periods of natural selection (Pinker and Bloom 
1990) to a view that language has adapted to the nonlinguistic constraints de-
riving from language learners and users, i.e., their brains (Christiansen and 
Chater 2008). Both views admit the relevance of the brain to the evolution
of language, either with respect to domain-specialized brain systems or to its 
domain-general processing constraints. It may therefore be worthwhile to con-
sider the human brain in more detail.

In this chapter, I will describe the brain systems underlying syntax in the 
contemporary human and discuss their possible phylogenesis.

Most views on the evolution of language agree with the notion that syntax is 
the crucial aspect that differentiates human natural languages from other com-
munication systems. Chimpanzees, for example, are able to learn words (i.e. 
the arbitrary relation between a symbol and an object or an action), but they 
are unable to learn syntactic structures beyond the level of a Subject–Verb or 
Verb–Object relation (Terrace et al. 1979; Ristau and Robbins 1982).
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Hauser, Chomsky, and Fitch (2002) claim that recursion is the core of hu-
man syntax and the ability to process recursive structures is a major aspect dif-
ferentiating human from nonhuman primates. This claim has triggered a num-
ber of empirical studies in humans and nonhuman animals, and has launched 
an intensive discussion which is still ongoing.

Behavioral Studies in Humans and Nonhuman Animals

While investigating cotton top tamarins (Saguinus oedipus), Fitch and Hauser 
(2004) found that these animals were able to learn a finite state grammar (FSG) 
of the ABn type, but not a simple phrase structure grammar (PSG) of the AnBn

type. Humans, in contrast, were able to learn both equally well. It was conclud-
ed that humans, but not nonhuman primates, can process hierarchical struc-
tures. This finding seemed to provide preliminary support for the claim put 
forth by Hauser et al. (2002) although, clearly, the PSG used in the empirical 
study did not include recursive structures, but only hierarchical structures.

This finding and the conclusions have been challenged both on theoretical 
and empirical grounds. It was argued that the PSG used in this study did not 
necessarily require the processing of hierarchical structures, but could be ac-
commodated by a simple counting strategy (Perruchet and Rey 2005; de Vries
et al. 2008). Thus it was not too surprising when it was demonstrated that this 
PSG could be learned and processed by starlings (Gentner et al. 2006), animals 
that are able to count.

Neural Structure in the Human and Nonhuman Primate

Apart from triggering comparative behavioral studies, the argument put for-
ward by Hauser et al. (2002) also led to the consideration that if there was a 
principled difference between human and nonhuman primates, this might be 
evidenced in a specialized brain system fully developed in the human brain, 
but not in the nonhuman primate (Friederici 2004b). A review of the avail-
able literature (Friederici 2004b) revealed that complex syntax processing in 
humans was subserved by Broca’s area, BA 44/45, whereas local syntactic 
dependencies (similar to an ABn relation) involved the ventral premotor cortex 
(vPMC) and the frontal operculum (fOP).

This seemed interesting insofar as the vPMC/fOP is cytoarchitectonically 
different from Broca’s area (Amunts et al. 1999) and in some views considered 
to be phylogenetically older than the Broca’s area (Sanides 1962). The human 
vPMC is cytoarchitectonically characterized as agranular cortex, whereas BA 
44 is dysgranular and BA 45 granular cortex. This characterization is based on 
the observation that the six-layered cortex differs with respect to the presence 
and amount of granular cells in layer IV. Brodmann (1909) used this character-
ization to define different cortical areas, the so-called Brodmann areas (BA). 
According to Brodmann’s analysis, the vPMC (BA 6) is cytoarchitectonically 
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clearly differentiated from BA 44 and BA 45, respectively. Using modern 
methods of cytoarchitectonic analysis, this differentiation between BA 6, BA
44, and BA 45 has found support (Amunts et al. 1999). A final analysis of the 
cytoarchitectonic structure of the fOP, however, is still missing, but underway 
(Amunts et al., in preparation).

A direct comparison between humans and our evolutionary next relatives, 
the chimpanzee, with respect to cytoarchitectonic structure of the cortex, is 
not possible as the respective cytoarchitectonic data from the latter species are 
not available. Cytoarchitectonic data are, however, available on the macaque 
brain (Petrides and Pandya 1994, 1999). A visual comparison of the relative 
extension of BA 6, BA 44, and BA 45 in the human and the macaque PFC, as 
displayed in Petrides and Pandya (1994), does suggest differences. It appears 
that the relative size of BA 44 (in relation of BA 6 and BA 45) in the macaque 
is smaller compared to the relative size of BA 44 in the human. However, the 
search of homologies and nonhomologies between the human and the monkey 
brain is difficult (Arbib and Bota 2003). There seems to be agreement that 
human BA 44 resembles area 44 in the macaque, as described by Petrides 
and Pandya (1994, 2002b), and F5, as defined by Matelli et al. (1985), al-
though human BA 44 and macaque area 44 differ cytoarchitectonically. In con-
trast to human BA 44, which is dysgranular cortex, area 44 in the macaque is 
agranular and thus cytoarchitectonically comparable to human agranular BA
6. Functionally, the macaque agranular area 44 is involved with orofacial mus-
culature (Petrides et al. 2005), whereas human dysgranular BA 44 subserves 
the processing of grammatical sequences (for a review, see Friederici 2004a). 
Orofacial movements in the human brain are controlled by the agranular BA 6. 
Thus the PFC in the human and the macaque brain differ in its macro- as well 
as its microstructure. Whether this observation holds once a direct and system-
atic comparison between the human and the macaque cortex is available, must 
await further studies.

Another possible difference between the human and macaque brain may 
lie in the structural connectivity between brain areas known to be relevant for 
syntactic processing. In humans, it has been reported in a number of different
studies that BA 44/45 together with the posterior portion of the superior tempo-
ral gyrus (STG) support the processing of syntactically complex sentences (for 
a review, see Grodzinsky and Friederici 2006). Structural connectivity analysis 
in the human suggests that these two brain areas are connected by the superior 
longitudinal fasciculus (SLF) and the articulate fasciculus (AF) as the con-
necting fiber tracts between the prefrontal and the posterior temporal regions 
(Catani et al. 2003; Friederici et al. 2006a).

Recent analyses of the macaque brain indicate that in these animals the 
prefrontal cortex is not primarily connected to temporal regions, but to parietal 
regions (Schmahmann et al. 2007). On the basis of these data, Schmahmann et 
al. called into question the existence of a prefrontal-to-temporal connection as 
reported for the human brain. This conclusion is based on the preassumption of 
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a structural identity of the human and the nonhuman primate brain. This preas-
sumption, however, has been called into question by a recent analysis of struc-
tural connectivities comparing the human, the chimpanzee, and the macaque
brain (Rilling et al. 2008). This study indicates phylogenetic differences in the 
structural connectivity pattern in the human and the macaque brain. Whereas
in humans, there are strong connections from BA 44, BA 45, and BA 47 to the 
STG and the MTG, connections from the frontal lobe in macaques terminated 
in parietal and most posterior temporal regions.

Ontogenetically, it appears that the SLF and AF are among the last fi ber 
tracts that myelinize (Pujol et al. 2006), suggesting their special role in brain 
maturation. The SLF is not fully myelinized even at the age of 3½ years (Pujol 
et al. 2006), an age at which children still demonstrate problems with the pro-
cessing of complex syntactic structures, such as passive sentences (Fox and 
Grodzinsky 1998) or case-marked noncanonical object-first sentences (Dittmar 
et al. 2008; MacWhinney et al. 1985; Slobin and Bever 1982). Thus it is tempt-
ing to speculate that the processing of complex syntactic structures is related to 
the maturational stage of the SLF and AF.

Against this admittingly speculative neuroanatomical background, let us turn 
to an evaluation of the function of the different brain regions in the PFC and the 
STG for syntactic processing, and the structural connectivity between these.

Syntactic Circuits in the Human Brain

Recently, we proposed two different brain circuits supporting syntactic pro-
cessing (Friederici et al. 2006a; Grodzinsky and Friederici 2006). One net-
work consists of the fOP and the anterior STG involved in the buildup of local 
phrase structures (local syntax); the other network consists of Broca’s area (BA
44/45) and the posterior STG that comes into play additionally when depen-
dency relations between constituents of a sentence (complex syntax) are to be 
computed. The empirical evidence that led to this proposal is multifold. Here, 
I will mainly present evidence from my laboratory.

Early vs. Late Syntactic Processes

Starting from the theoretical consideration that parsing involves two processing 
stages—a first processing stage during which local phrase structures are built 
up on the basis of word category information, and a second stage during which 
grammatical relations between constituents are assigned (Frazier 1987b)—
we conducted a number of experiments to evaluate these different processing 
stages (for a review, see Friederici 1995, 2002). In our first experiment, we 
focused on local phrase-structure building (the first processing stage). We used 
a violation paradigm in which the processing of correct sentences is compared 
to the processing of sentences containing a phrase-structure violation (i.e., a 
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violation of the obligatorily required word category). Measuring event-related 
brain potential (ERP), we identified two ERP components in response to a 
phrase-structure violation: an early left anterior negativity (ELAN) and a late 
centro-parietal positivity around 600 ms (P600; Friederici et al. 1993, 1996; 
Hahne and Friederici 1999).

The P600 component had been observed in response to a number of differ-
ent syntactic anomalies, including syntactic violations and syntactic ambigui-
ties (Hagoort et al. 1993; Osterhout and Holcomb 1992; Osterhout et al. 1994) 
as well as syntactically complex sentences (Kaan et al. 2000), and is widely 
taken to reflect syntactic processing. We interpreted the P600 to reflect a late 
processing phase during which the ultimate syntactic relations are assigned 
and during which, if necessary, syntactic revision and repair takes place.

The ELAN which occurs with outright syntactic phrase-structure viola-
tions was taken to reflect an initial processing phase of local phrase-structure 
buildup; that is, the inability to build a local phrase structure due to an element 
with the incorrect word category (e.g., verb instead of noun; correct: The pizza 
was in the fridge; incorrect: The pizza was in the eaten). The ELAN effect was 
reported in a number of studies in different languages (Friederici et al. 1993; 
Neville et al. 1991; Ye et al. 2006). Dipole localization analysis of this early 
syntactic effect in magnetoencephalography (MEG) data revealed two dipoles 
in each hemisphere with maxima in the left hemisphere: one in the anterior 
STG and one in the inferior frontal region (Friederici et al. 2000).

The involvement of the anterior temporal region and the inferior frontal 
region during the process reflected in the ELAN was confirmed by lesion data. 
In patients with lesions in the anterior temporal lobe, the ELAN component 
was absent; the same was true for patients with lesions in the inferior frontal 
cortex (Friederici et al. 1998, 1999; Friederici and Kotz 2003).1 Patient data 
additionally revealed that only left inferior frontal cortical lesions, but not left 
subcortical lesions in the basal ganglia, lead to an absence of the ELAN, in-
dicating that the left anterior cortical structures are relevant for the processes 
reflected by the ELAN (Friederici et al. 1999).

An fMRI study using the same sentence material was conducted to specify 
the brain regions involved in more detail. The fMRI data showed increased ac-
tivation in the temporal cortex when comparing syntactically and semantically 

1 The specific functions of the temporal and the inferior frontal region in the process refl ected 
by the ELAN still need to be defined. The process clearly should involve several subproc-
esses, such as the prediction of the upcoming word category (based on the prior syntactic 
information), the recognition of the upcoming word category, and the check for a match of the 
predicted and perceived word category. The prediction is likely to involve the IFG as the PFC 
is known to predict upcoming elements in structured sequences (Schubotz and von Cramon 
2002). The recognition is likely to involve the temporal region as the temporal cortex is taken 
to house the lexicon (e.g., Mummery et al. 1996; Binder et al. 1997). It is debatable, however,
whether the checking process necessarily involves the IFG or whether this checking process 
can be thought of as a template-matching process which could be based in the anterior STG 
assumed to be involved in combinational processes (Hickok and Poeppel 2007).
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incorrect sentences to their correct counterparts. While the middle portion of 
the left STG showed increased activation for both violation types, the ante-
rior STG and the fOP displayed more activation for sentences with syntactic 
phrase-structure violations compared to correct sentences and to sentences 
with semantic violations. The posterior STG was seen active in both viola-
tion conditions, suggesting its involvement in syntactic and semantic sentential 
processes (Friederici et al. 2003). Thus it appears that the fOP, anterior STG, 
and posterior STG are supporting syntactic processes. Based on the MEG lo-
calization data for the ELAN effect, which showed an involvement of the an-
terior STG and the frontal brain region and by logical exclusion, one might 
hypothesize that the posterior STG supports processes reflected by the P600.

Local Phrase Structure vs. Complex Syntactic Structure

It is interesting to note that syntactic phrase-structure violations do not seem to 
activate Broca’s area, but only the fOP. Broca’s area comes into play when syn-
tactically complex sentences (e.g., object-first sentences) are processed. This
was evidenced by the present data as well as by other fMRI studies on syntactic 
processes in different languages, such as German, English, and Hebrew (for a 
review, see Friederici 2004a).

Using German as a testing ground, we demonstrated that the inferior por-
tion of the left BA 44 parametrically increased its activation with increasing 
syntactic complexity operationalized as the number of objects moved in front 
of the subject (Friederici et al. 2006b). In earlier studies with nonparametric 
designs, the left IFG had been reported to show increased activation for syntac-
tically more complex compared to less complex sentences in German (Roeder 
et al. 2002), in English (Stromswold et al. 1996), and in Hebrew (Ben-Shachar 
et al. 2003).2

In these studies, however, the factor syntactic complexity was confounded 
with the factor working memory, as the syntactically more complex sentences 
also increased working memory demands—at least under the common as-
sumption that object-first structures are noncanonical (derived from canonical 
subject-first structures) whose parsing requires the reconstruction of the un-
derlying canonical form. Studies that varied syntactic complexity and working 
memory as independent factors only recently managed to separate the neural 
basis of these. Earlier fMRI studies reported a recruitment of the left inferior 
frontal cortex for both object-relative clauses and long-distance syntactic de-
pendencies (Cooke et al. 2001) or for object-fi rst wh-questions and the distance 
of the syntactic dependency (short vs. long) (Fiebach et al. 2005). The latter 
study reports a post hoc cluster analysis of the IFG activation, which suggests 

2 Note that these studies also report additional brain regions for the critical comparisons between 
more complex and less complex structures. For critical reviews of these studies, see Caplan 
(2006a) and Caplan et al. (2007b).
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two functionally distinct areas within BA 44: the superior portion correlated 
with the factor distance and the inferior portion correlated with the factor syn-
tactic complexity.3

In a more recent fMRI study, we were able to segregate syntactic complex-
ity from verbal working memory in a design which crossed the two factors 
systematically (Makuuchi et al. 2009). Syntactic complexity was operation-
alized as the number of center-embedded sentences while working memory 
was operationalized as the number of words between syntactically dependent 
elements in the sentence. Different subregions in the left IFG were shown to 
be recruited as a function of these two factors. Syntactic complexity affected
the inferior portion of BA 44, whereas working memory demands affected the 
superior frontal sulcus dorsally located to BA 44.

From these fMRI studies, we may conclude that Broca’s area is recruited 
when complex syntactic structures are processed, whereas local phrase-struc-
ture building does not necessarily recruit this area, but rather a phylogeneti-
cally older brain region: the fOP.

Functional Segregation of Broca’s Area and fOP

A functional specification of those brain areas supporting local syntactic pro-
cesses and complex syntactic processes was achieved by a direct comparison 
of brain activation elicited by local phrase-structure processing and the pro-
cessing of more complex, hierarchical structures in fMRI studies using an ar-
tificial grammar paradigm (Friederici et al. 2006a; Bahlmann et al. 2008). In a 
first fMRI experiment (Friederici et al. 2006a), we investigated the processing 
of an FSG of the ABn type and of a PSG of the AnBn type similar to the gram-
mars used by Fitch and Hauser (2004). In the Fitch and Hauser study, category 
membership was marked by pitch (i.e., male vs. female voice). In our study,
category membership was marked by phonology of the consonant-vowel syl-
lables (Figure 11.1).

Participants in this study were divided into two groups: one group learned 
the FSG, the other learned the PSG. During the test phase in the MR scanner,
each group was presented with correct and incorrect sequences of the respec-
tive grammar which they had previously learned. A comparison of brain activ-
ity between incorrect and correct sequences revealed an increase in activation 
in the fOP for the incorrect FSG sequences. For the processing of the PSG, 
the same comparison showed activation not only in the fOP, but, moreover,
in Broca’s area; that is, BA 44 extending to the posterior portion of BA 45 
(Figure 11.2). From this finding, we concluded that Broca’s area only comes 
into play when complex, hierarchical structures are processed.

3 Using English as a testing ground, Santi and Grodzinsky (2007) also varied syntactic complex-
ity (number of movements) and distance between dependent elements and found an interaction 
of the two factors in Broca’s area, here BA 45.
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However, the criticism that was raised with respect to the Fitch and Hauser 
(2004) study—namely that the AnBn grammar used does not necessarily require 
hierarchical processing, but may be processed by a simple counting strategy—
also applied to our study. Indeed, this criticism was raised quite specifi cally,
challenging our conclusions (Perruchet and Rey 2005; de Vries et al. 2008).

In a second fMRI study (Bahlmann et al. 2008) we designed a new PSG that 
forced necessarily hierarchical processing. In this PSG, dependency of the re-
lated elements was marked by a voiced–unvoiced consonant relation. This led 
to subcategories within the category of A elements (i.e., A1, A2, A3, etc.) and B 
elements (i.e., B1, B2, B3, etc.) (Figure 11.3). To avoid item learning, each of 
these subcategories had more than one member. In order to process a sequence 
A3A2A1 B1 B2 B3, the parser had to build up a hierarchical relation between the 
respective embedded elements (i.e., A1 B1 embedded within A2 B2, etc.).

In this study, one single group of participants learned both the FSG (ABn)
and the PSG (as defined above) in order to allow for direct comparisons of FSG 
and PSG and of correct and incorrect sequences separately. In the test phase, 
participants were confronted with incorrect and correct sequences and were re-
quired to judge these for grammaticality with respect to the implicitly learned 
rules. The comparison between grammar types revealed a selective increase of 
activation in BA 44/45, both when comparing all sequences (collapsed over 
correct and incorrect items) (see Figure 11.4), but also, importantly, when only 
comparing correct sequences of PSG and FSG (see Table 2 in Bahlmann et 
al. 2008). Thus this second study confirmed our conclusion from the fi rst ar-
tificial grammar study (Friederici et al. 2006a) by demonstrating that the BA

Finite state grammar 
(AB)n

Phrase structure grammar
AnBn

A B A B A B A B AAAA BBBB

syllables of category A: de, gi, le, mi, ne, ri, se, ti
syllables of category B: bo, fo, gu, ku, mo, pu, to, wu

cor/short: A A B B ti le mo gu
viol/short: A A B A ti le mo de
cor/long: A A A A B B B B le ri se de ku bo fo tu
viol/long: A A A A B B B A le ri se de ku bo fo gi

cor/short: A B A B de bo gi fo
viol/short: A B A A de bo gi le
cor/long: A B A B A B A B le ku ri tu ne wo ti mo
viol/long: A B A B A B A A le ku ri tu ne wo ti se

Figure 11.1 General structure and examples of stimuli in the FSG and PSG. Members 
of the two categories (A and B) were coded phonologically with category “A” syllables 
containing the vowels “i” or “e” (de, gi, le, ri, se, ne, ti, and mi) and with category “B” 
syllables containing the vowels “o” or “u” (bo, fo, ku, mo, pu, wo, tu, and gu). The same 
syllables were used for both types of grammar. The positions of the violations in the 
sequences were systematically changed. Examples of correct (corr) and violation (viol, 
in bold) sequences are shown for the short and the long condition in each grammar.
After Friederici et al. (2006b).
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44/45 is recruited for the processing of hierarchical structures compared to the 
processing of local phrase structures.

Thus, there appears to be some evidence for a functional segregation of the 
Broca’s area from the fOP. To provide additional support for a possible segre-
gation of the fOP and Broca’s area, we sought structural differences between 
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Figure 11.2 Brain activation pattern for the two grammar types. Statistical parametric 
maps of the group-averaged activation during processing of violations of two differ-
ent grammar types (P < 0.001, corrected at cluster level). Left: incorrect vs. correct 
sequences in the FSG are contrasted. Right: PSG is shown for the frontal operculum 
and Broca’s area. Bottom: time courses (% signal change) in corresponding voxels of 
maximal activation are displayed. After Friederici et al. (2006a).
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the two brain areas. We reasoned that if the two brain areas were functionally 
different, they should each be part of different structural networks.

Our hypothesis was that given the MEG data (Friederici et al. 2000) and 
the fMRI data (Friederici et al. 2003) on local phrase structure violation, one 
network might involve the fOP and the anterior STG, while another network 

Figure 11.3 General structure and examples of the two rule types. The local depen-
dency rule was generated by simple transitions between categories of consonant-vowel 
syllables. The hierarchical rule was produced by embeddings between the two syllable 
categories. Short and long sequences were applied. Violations of the structure were 
situated at the last 3 or 4 positions (short sequences) and at the last 4, 5, or 6 positions 
(long sequences). In the given example, the violations are placed at the fourth position 
for short sequences and at the sixth position for long sequences (bold letters). After
Bahlmann et al. (2008). 

Finite state grammar 
(AB)n

A1 B1 A2 B2 A3 B3

cor/short: A2 B2 A3 B3 de to gi ko
viol/short: A2 B2 A3 B1 de tu ge pu
cor/long: A1 B1 A3 B3 A2 B2 be pu gi ku de to
viol/long: A3 B3 A1 B1 A2 B3 ge ku bi po di ko

Phrase structure grammar
AnBn

A 1 A 2 A 3 B 3 B 2 B1

cor/short: A1 A2 B2 B1 bi de to pu
viol/short: A1 A2 B2 B3 be de tu ku
cor/long: A3 A1 A2 B2 B1 B3 ge bi di tu po ko
viol/long: A3 A1 A2 B2 B1 B2 ge bi di tu po to

syllables of category A: be, bi, de, di, ge, gi
syllables of category B: po, pu, to, tu, ko, ku
Relation between An - Bn: voiced - unvoiced consonant

PSG versus FSG
Broca's area

3.09

left hemisphere

Figure 11.4 Brain activation pattern for PSG minus FSG rule. Statistical parametric 
maps are shown of the group-average activation (P < 0.001, corrected at duster level) 
for Broca’s area. After Bahlmann et al. (2008).
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supporting the interpretation of complex sentences might include Broca’s area 
(Stromswold et al. 1996; Caplan et al. 2000b; Roeder et al. 2002; Ben-Shachar 
et al. 2003) and possibly the posterior STG, as this region was found to activate 
more for noncanonical object-first sentences (Cooke et al. 2002; Constable et 
al. 2004; Bornkessel et al. 2005).

Structural Connectivity Pattern for Broca’s Area and fOP

In search of information about the structural underpinning of two separable 
networks, we used diffusion tensor imaging (DTI) techniques which allows 
the fiber tracts connecting different brain areas to be analyzed. We set the re-
spective starting points (seeds) of the analysis in those brain regions that were 
identified as showing the maximal functional activation in our fi rst artifi cial 
grammar fMRI study (i.e., the fOP and BA 44/45; Friederici et al. 2006a). 
The analysis suggested two separate networks: one connecting the fOP via the 
fasciculus uncinatus to the anterior STG and further into the temporal cortex 
(local syntax); the other connecting Broca’s area via the SLF and AF to the 
posterior STG expanding further into the temporal cortex (complex syntax) 
(see Figure 11.5).

Functionally, the local syntax network appears to support local phrase-struc-
ture building (cf. MEG study, Friederici et al. 2000, and fMRI study, Friederici 
et al. 2003). The complex syntax network, however, seems to subserve the 
processing of syntactically complex sentences. While the former network with 
its frontal and temporal part is well evidenced, the same does not hold for the 
latter network. With respect to Broca’s area and its involvement in the pro-
cessing of complex sentences, the fMRI studies discussed above provide good 
evidence (Stromswold et al. 1996; Caplan et al. 2000b; Roeder et al. 2002; 
Ben-Shachar et al. 2003; Friederici et al. 2006b; Santi and Grodzinsky 2007b). 
With respect to the posterior STG and its involvement in the processing of 
syntactically complex sentences, the supportive database is sparse (cf. Cooke 
et al. 2002; Constable et al. 2004; Bornkessel et al. 2005).

Although the left posterior STG has been shown to be involved in sen-
tence processing, its specific role still needs to be defined. This area is acti-
vated when the parser encounters ungrammatical strings of natural language 
(Schlesewsky and Bornkessel 2004), when processing syntactically complex 
object-first compared to subject-first sentences (Cooke et al. 2002; Constable 
et al. 2004; Bornkessel et al. 2005). This area, however, has also been reported 
to activate when processing selectional restrictions of verbs (Friederici et al. 
2003), as a function of verb complexity (Ben-Shachar et al. 2003), and of verb-
based argument hierarchies (Bornkessel et al. 2005). Thus it appears that the 
function of the posterior STG is to promote the integration of syntactic and 
verb-based syntax-relevant information during sentence comprehension.

Tentative support for this view comes from ERP work. Late centro-parietal 
distributed positivity (P600) has been correlated with processes of syntactic 
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integration (Kaan et al. 2000), and has been observed during the processing of 
garden-path sentences (Osterhout and Holcomb 1993) and syntactically com-
plex sentences (Kaan et al. 2000). It has also been observed with violations of 
the verb-argument structure (Friederici and Frisch 2000; Frisch et al. 2004), 
with combined syntactic and lexical-semantic violations (Gunter et al. 2000), 
and with semantically based violations of verb-argument relations (Kuperberg
2007). Unfortunately, however, no data concerning the localization of the P600
are available. Further empirical support for the view that the posterior STG is 
involved in processes of syntactic integration is needed before any fi rm conclu-
sions can be drawn.

The functional relevance of the connection of Broca’s area and the posterior 
STG via the SLF and AF certainly has yet to be determined in more detail. 
Based on the available ontogenetic and phylogenetic data, we may hypothesize 
that the SLF and AF play a crucial role in the neural network supporting the 
processing of complex syntax.

Ontogenetically, the SLF and AF appear to be among the latest fasciculi 
to myelinize fully (Pujol et al. 2006). Even by the age of 6 years, children 
still show significant differences to the myelinization status compared to adults 
(Brauer et al., in preparation). Behavioral studies in children show that they 
only begin to process complex sentences (e.g., passive sentences; Fox and 
Grodzinsky 1998) between 3.5 and 4 years of age and demonstrate problems 

from fOP to STG from BA 44/45 to STG

Structural connectivity: Tractography data (DTI)

Subject 1

Subject 2

Subject 1

Subject 2

Subject 3

Subject 4
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Subject 4

Figure 11.5 Tractograms for two brain regions: fOP and Broca’s area. Three-dimen-
sional rendering of the distribution of the connectivity values of two start regions with 
all voxels in the brain volume (orange, tractograms from fOP; purple, tractograms from 
Broca’s area). Four representative subjects of the FSG group with their individual acti-
vation maxima in the fOP (blue) in the critical contrast incorrect vs. correct sequences 
(P < 0.005). The individual peaks of the functional activation were taken as starting 
points for the tractography. Four representative subjects of the PSG group with their 
individual activation maxima in Broca’s area (green) in the critical contrast incorrect 
vs. correct sequences (P < 0.005).
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with the processing of object-first case-marked sentences beyond the age of 5 
years (Dittmar et al. 2008). These observations suggest that there might be a 
relation between functional development and structural maturation. However,
this has not yet been demonstrated and requires further correlational studies.

Phylogenetically, it has been shown that the SLF in the macaque brain does 
not project to the STG, but to the parietal cortex (Schmahmann et al. 2007). A
recent DTI study comparing the fiber connections between the frontal and the 
temporal cortex in the human and macaque brain reported substantial differ-
ences between the two species, in particular with respect to their strength and 
outbranching in the temporal cortex (Rilling et al. 2008).

Conclusion

The evidence discussed here allows us to separate two different functional 
brain circuits: one responsible for local phrase-structure building involving 
the fOP and the anterior STG; another subserving the processing of hierarchi-
cally structured complex sentences. A crucial part of this latter circuit is clearly 
Broca’s area (BA 44) and most likely the posterior STG. The available data, 
moreover, allow us to define two separable pathways connecting the respective 
brain regions in each of these circuits. It is hypothesized that the connection 
between Broca’s area and the posterior STG relevant for complex syntactic 
processes may develop late phylogenetically as well as ontogenetically. This
hypothesis, however, needs future empirical evaluation.
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Neural Organization for 
 Syntactic Processing

as Determined by 
Effects of Lesions

Logic, Data, and Diffi cult Questions

David Caplan

Abstract

The two sources of information about the way the brain is organized to support syntac-
tic processing are (a) analysis of effects of lesions on syntactic processing (the lesion 
approach) and (b) analysis of changes in neural activity that are associated with syntac-
tic functioning (the activation approach). This chapter reviews results using the fi rst of
these approaches. It will become clear from the discussion that I believe that the effort
to understand aphasic performances is very demanding; in my view, it is only recently 
that some of the challenges in understanding these performances have begun to become 
at all clear, and these insights have only occurred in the study of comprehension, not 
production. For this reason, I focus solely on comprehension.

Terms

In this chapter, the terms function, operation, process, and similar terms refer 
both to (a) basic, elementary, “atomic,” psychological processes that cannot 
be further divided into smaller functions (e.g., inserting a lexical item into a 
phrase marker, or moving a node to another location in a phrase marker) as 
well as to (b) natural (i.e., scientifically legitimate) groupings of these elemen-
tary processes (e.g., all syntactic movement, or all syntactic movement of a 
particular type, could be referred to as a function, operation, process, or by a 
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similar term). A defi cit is a disturbance in a function, operation, process, etc. 
“Deficit” can refer to any abnormality of a function, including the absence of 
a representation, the inability to apply an operation, or ineffi cient application
of an operation. Terms such as neurological feature, neurological entity, and 
area refer to natural (i.e., scientifically legitimate) divisions of the brain. These
terms will be used to refer to subcellular elements (e.g., receptor profi les), 
microscopically identified features of areas of the brain (e.g., cytoarchitectonic 
areas), macroscopically identified features of areas of the brain (e.g., gyri), 
physiological processes (e.g., neuronal spikes), and others. In some places 
(e.g., when developing the basis for drawing inferences from data to models of 
brain organization), the broadest possible range of referents of these terms is 
appropriate; in other places (e.g., when discussing particular models), specifi c 
senses are intended.

Logical Issues in Identifying Neural Features that 
Are Necessary and Sufficient for a Function

The two approaches to studying the functional organization of the brain in-
volve different logical relations between data and models. 

Beginning with lesion data, two conclusions can be drawn from the effects
of a lesion. If it can be established that a function cannot be performed nor-
mally after a lesion (i.e., that there is a deficit in a function), it follows that the 
area of the brain that is lesioned is necessary for the normal exercise of that 
function. This logical inference applies to lesions and deficits at a particular 
point in time. It is possible that, over time, other brain areas become capable 
of performing a cognitive function that was deficient at the time a patient was 
first tested. Available knowledge points to recovery of normal functions after 
lesions, especially early in life. In such cases, the areas that were necessary for 
the function at the time they were lesioned were not irreplaceable; other areas 
have a latent capacity to perform the function, which emerges at some point 
after a lesion to the primary areas in which the function is accomplished. If it 
is reasonable to assume that a defi cit is permanent, it is valid to conclude that 
the features of the brain that are necessary for the function that is defi cient 
cannot be replaced; no other brain areas have the latent capacity to perform 
the function.

Conversely, if a function is spared by a lesion, the features of the brain that 
are affected by the lesion are not necessary for the normal performance of that 
function, at the time of the lesion. If a second lesion affects the function if and 
only if the first lesion is present, the implication is that combination of the fea-
tures of the brain affected by the two lesions is necessary for the function.

In contrast, the logic underlying activation approaches is that if a feature 
of the normal brain is affected by the performance of a function, that feature 
of the brain is part of the neural system sufficient for the performance of that 
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function. The term affected should not be interpreted as meaning “increases 
its activity.” Any neural change associated with the exercise of a function is 
a candidate for a feature of the brain that is part of the neural system suffi -
cient for that function; the exact role of a neural change must be examined by 
systematic exploration.

Activation and lesion approaches are logically related. Phrased in terms of 
areas of the brain, in any one individual, the totality of all the areas of the brain 
that are individually necessary for a function must be the same as the set of 
areas that are jointly sufficient for the performance of that function. There can 
be discrepancies, however, between the results of lesion and activation studies 
for many reasons.

Neurologically, in the best of circumstances, we can only assume that the 
activation approach reveals at most a subset of the brain areas suffi cient for
the exercise of a function (e.g., better technology may lead to more activa-
tion); areas that are missed may be ones that are necessary for the function. 
Therefore, it is possible for a brain area to not be activated by a function and 
for a lesion in that area to lead to a defi cit in the function. Conversely, not all 
lesions in a brain area affect the neural elements necessary for a function. It is 
commonplace that slowly growing infiltrative lesions, such as brain tumors, 
can leave functions (apparently) undisturbed even though acutely developing 
necrotic lesions, such as strokes in the same areas, lead to defi cits. Also, any
given psychological measure may not be sensitive to the effects of a lesion on 
a function. For both of these reasons, an area may be activated by a function, 
but the function may not be affected by certain lesions in that area, as measured 
by specific tests of the function. Psychologically, experiments virtually never 
activate only the functions under study; some activation usually refl ects other 
cognitive operations that accompany the operation of the function under study.
Thus a lesion in an area which is activated in a study designed to activate a 
function may have no effect on the function because the lesioned area supports 
these other concurrently active functions.

However, if a study can be designed so that any areas activated are due in 
part to the function under study, then those areas are a subset of the neural 
system sufficient for the performance of the function. Therefore, it is possible 
to check on the validity of inferences about functional neural organization by 
comparing activation and lesion studies. Converging results—lesions in acti-
vated areas leading to the expected deficits—point to the areas that are indi-
vidually necessary and jointly partially sufficient for the exercise of a function. 
Divergent results require that one or another assumption be abandoned. If an 
area of the brain is activated in a study and a lesion in that area does not lead 
to a deficit in the function which the activation study was designed to activate, 
then either the activation study was imperfect and cognitive operations other 
than the function under study were activated, or the measure of the defi cit is
inadequate and further studies will reveal a deficit in the function in question, 
or the features of the brain that are lesioned are not ones that are necessary for 
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the function, or the model of cognition is incorrect and the postulated function 
does not exist, or the function is duplicated in several areas of the brain or 
its neural basis varies across the population. Given this broad range of pos-
sibilities, it is clear that, unless results are convergent, the implications of the 
combination of lesion and activation studies for functional neuroanatomy are 
not clear.

Activation studies performed after a lesion yield information about plastic-
ity; the areas that are sufficient for a function after those that were necessary 
for it at one point in time have been lesioned. These areas may be ones that 
were activated before the lesion, or ones that are entirely newly recruited to 
perform the function. Lesions to such areas should result in the reemergence
of the deficit if those areas were in fact activated by the function, and not by 
concurrent psychological operations.

The basic logic of lesion and activation studies holds if functions are dupli-
cated or vary in their neural basis, but the inferences are much more complex. 
For instance, if functions are duplicated in different areas, the set of areas that 
are individually necessary for a function is disjunctive, and the effect of a le-
sion in an area activated in an ideal experiment must be restated to say that all 
the areas activated by a function must be lesioned to produce a deficit. If the 
function varies in its location (and thereby leads to multiple areas of activa-
tion in a group of participants in an experiment), the effect of lesions in areas 
activated by a function must be considered on a case-by-case basis (obviously 
impossible with naturally occurring lesions, but possibly possible with tran-
scranial magnetic stimulation) or becomes probabilistic in a group.

Deficit Lesion Correlation Studies

As noted above, if a function cannot be performed normally after a lesion, the 
feature of the brain that is lesioned is necessary for the normal exercise of that 
function. To apply this approach, we need to characterize deficits, lesions, and 
the relations between them.

Characterization of Deficits in Syntactically Based Comprehension

Since the seminal paper of Caramazza and Zurif (1976), it has been appreciat-
ed that evidence for a deficit affecting syntactic operations in a patient consists 
of the combination of abnormally low performance in understanding sentences 
that require a syntactic analysis to be understood and the retained ability to 
understand sentences with the same syntactic structures in which meaning can 
be inferred from the meanings of the words in a sentence and knowledge about 
likely relations between them. Sentences that require a syntactic analysis to be 
understood are called semantically reversible sentences because the nouns can 
be reversed around the verbs and the sentences remain plausible (e.g., The boy 
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who the girl pushed is tall). Sentences in which meaning can be inferred from 
the meanings of the words in a sentence and knowledge about likely relations 
between them are known as semantically irreversible sentences (e.g., The book 
that the girl read is long). Caramazza and Zurif (1976) were the fi rst research-
ers to document this pattern of performance, which they found in four Broca’s
aphasics and four “mixed anterior” aphasics. Models of deficits use the pattern 
of reversible sentences that can and cannot be understood to characterize defi -
cits. For instance, if a patient cannot understand sentences such as The boy who 
the girl pushed is tall normally, but shows normal comprehension of sentences 
such as The girl who pushed the boy is tall, the range of operations that are 
deficient is restricted to some degree.

Two basic views have been articulated regarding the nature of defi cits in
syntactically based comprehension. The first is that individual parsing or inter-
pretive operations are selectively affected by brain damage. The second is that 
patients lose the ability to apply what have been called “resources” to the task 
of assigning and interpreting syntactic structure. The first of these defi cits may
be likened to a student not being able to calculate π to 8 decimal places in his/
her head because s/he does not know the formula for calculating π. The second
may be likened to a student knowing the formula but not being able to hold the 
intermediate products of computation in mind.

Researchers who advocate “specifi c deficit” accounts of aphasic distur-
bances have claimed that certain patients’ patterns of performance indicate 
that specific representations and processes specified in linguistics and in psy-
cholinguistic models of parsing and sentence interpretation are defi cient. For
instance, the trace deletion hypothesis (Grodzinsky 2000) maintains that indi-
vidual patients cannot process sentences which Chomsky’s theory maintains 
contain a certain type of moved items (trace deletion hypothesis refers to an 
earlier version of Chomsky’s theory in which these items were moved and 
left a “trace”). The claim is that some patients have lost the ability to connect 
certain types of moved (in modern version of syntactic theory, copied) items 
to their points of origin.

Evidence for such deficits would come from the finding that a patient had an 
impairment restricted to processing the sentences that required that structure or 
operation to be understood. Proponents of these models have argued that there 
are data from aphasia of this sort. For instance, Grodzinsky (2000) reviews 
studies in several languages which he claims show that Broca’s aphasics have 
abnormally low performances on sentences in which these movement/copy op-
erations have taken place, and where simple heuristics cannot lead to a normal 
interpretation. Such patients have chance performance on sentences such as in 
(1), but above chance performance on the sentences in (2). 

(1) (a) The boyi was pushed ti by the girl.
(b) It was the boyi whoi the girl pushed ti.
(c) The boyi whoi the girl pushed ti was tall.
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(2) (a) The boy pushed the girl.
(b) It was the boyi whoi ti pushed the girl.
(c) The boyi whoi ti pushed the girl was tall.

According to the trace deletion hypothesis, in both (1) and (2), the trace (in-
dicated by t) is absent. Therefore, the noun to which it is normally related 
(shown by the subscript) is not connected to it in the usual fashion. In these cir-
cumstances, Grodzinsky argues, a heuristic assigns the thematic role of Agent
to this noun. Therefore, in (1), the aphasic constructs a representation of the 
sentence in which there are two agents, and chooses one or the other at random 
when asked to match these sentences to pictures. In (2), only one agent is as-
signed and the patients assign the normal meaning of the sentence. The cor-
rect interpretation is achieved by the wrong means: the heuristic, not the usual 
parsing process.

Although a considerable body of data is consistent with the trace deletion 
hypothesis, there are serious problems in this analysis, as well as in all other pro-
posals that aphasic deficits affect specific parsing and interpretive operations.

First, adequate linguistic controls have not been run which would show 
that the deficit is restricted to the structures claimed. For instance, the trace 
deletion hypothesis maintains that patients with the deficit in question are able 
to co-index items other than traces, such as pronouns and refl exives. Thus, a
patient who has this deficit would not be able to connect the boy to the trace in 
The boy who the man pushed t bumped him, but should be able to connect the
man to him in this same sentence. Accordingly, the patient should not know 
who pushed whom, but should know that the boy bumped the man. None of 
the papers in the literature that have been taken as supporting the trace deletion 
hypothesis have reported patients’ performance on both sentences with traces 
and sentences with reflexives (or other referentially dependent items, such as 
pronouns; see Caplan 1995; Caplan et al. 2007b).

This brings up another issue. Much of the evidence for specifi c syntactic
deficits is not based upon the performance of individual patients but rather on 
the performance of small groups of patients with certain diagnoses drawn from 
the traditional clinical literature on aphasia, such as Broca’s aphasia or agram-
matic aphasia. It has been claimed that the objection raised above is answered 
by these group data. For instance, Grodzinsky (2000) has argued that some 
agrammatic patients have shown integrity of processing pronouns, answering 
questions about the adequacy of linguistic controls. In my view, these studies 
do not address the issues raised above. For example, although some agram-
matic patients have shown normal performances on sentences with pronouns 
(Grodzinsky et al. 1993), these patients have not also been tested on sentences 
with traces; thus, we do not know if they show the defi cit specified by the trace 
deletion hypothesis. Empirical data show that not all patients with a clinical 
diagnosis of Broca’s aphasia or agrammatism have problems with sentences 
containing traces (Swinney and Zurif 1995; Zurif et al. 1993; Blumstein et 
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al. 1998; see Berndt et al. 1996; Drai and Grodzinsky 1999, Caramazza et al. 
2001; Caplan 2001a, b) so there is a need to verify the presence of this problem 
on a patient-by-patient basis.

A second problem with specifi c deficit analyses is that the data in support 
of the analysis overwhelmingly consist of measures of accuracy in one task, 
usually sentence–picture matching. However, it has been well documented that 
performance may dissociate over tasks (Cupples and Inglis 1993; Caplan et al. 
1997). An inability to perform accurately on a set of sentences in one compre-
hension task cannot be taken as a reflection of an impairment of a syntactic 
operation if the patient can perform accurately on those sentences in another 
comprehension task.

Analysis of the largest series of single cases currently available (Caplan et 
al. 2006, 2007b) provides data regarding the frequency of occurrence of spe-
cifi c deficits in syntactically based comprehension in aphasia. Forty-two right-
handed native English-speaking aphasic patients with single left hemisphere 
strokes and 25 age- and education-matched controls were tested in object ma-
nipulation, sentence–picture matching, and grammaticality judgment tasks; the 
latter two with whole sentence auditory and word-by-word self-paced auditory 
presentation. In each task, three syntactic operations were tested: passiviza-
tion, object relativization, and co-indexation of a refl exive. Two constructions
instantiating each structure were presented in each task. Deficits were identi-
fied as either below normal or chance performances on sentences containing 
specific structures or requiring specific operations, and normal or above chance 
performance on baseline sentences that did not contain those structures or re-
quire those operations. Adjustments were made for speed-accuracy trade-offs,
and deficits were determined by response times as well as accuracy criteria. 
Considering only the two comprehension tasks (sentence–picture matching and 
enactment), four types of deficits could be observed: task-independent, struc-
ture-specifi c deficits (i.e., those affecting the experimental and not the baseline 
sentences in both constructions in both tasks); task-independent, construction-
specifi c deficits (i.e., those affecting the experimental and not the baseline sen-
tences in one construction in both tasks); task-dependent, structure-specifi c 
deficits (i.e., those affecting the experimental and not the baseline sentences in 
both constructions in one task); task-dependent, construction-specifi c defi cits 
(i.e., those affecting the experimental and not the baseline sentences in one 
construction in one task). Two patients had task-independent, structure-specif-
ic deficits, and two others had task-independent, construction-specifi c defi cits; 
all had other deficits. No patient had task-dependent, structure-specifi c defi -
cits. Thirty patients had task-dependent, construction-specifi c defi cits. Task-
dependent, construction-specifi c deficits were found in both sentence–picture 
matching and enactment. These results strongly point to most defi cits affect-
ing the ability to assign and interpret syntactic structure in one construction 
in one task. Specifi c deficits affecting a syntactic representation or a parsing/
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interpretive process postulated by theories such as the trace deletion hypoth-
esis are very rare, if they exist at all.

As noted above, the alternative view is that deficits of aphasic syntactic 
comprehension consist of reductions of processing capacity. Four arguments
have been made in support of this suggestion:

Some patients can understand sentences that contain certain structures 1.
or operations in isolation but not sentences that contain combinations 
of those structures and operations (Caplan and Hildebrandt 1988; 
Hildebrandt et al. 1987).
In large groups of patients, as patients’ performances deteriorate, more 2.
complex sentence types are affected more than less complex ones 
(Caplan et al. 1985, 2007b).
In factor analyses of performance of such patient groups in syntac-3.
tic comprehension tasks, first factors on which all sentence types load 
account for the majority of the variance (Caplan et al. 1985, 1996, 
2007b).
Simulations of the effect of such reductions on syntactic comprehension 4.
in normal subjects through the use of speeded presentation (Miyake et 
al. 1994), concurrent tasks (King and Just 1991), and other methods 
mimic aphasic performance.

These arguments are not iron-clad. The argument that some patients can under-
stand sentences which contain certain structures or operations in isolation but 
not sentences containing combinations of those structures and operations suf-
fers from the same limitations of the database discussed above: it is based on 
a single performance measure (accuracy) in a single task (enactment). Testing
the second result (i.e., as patients’ performances deteriorate, more complex 
sentence types are affected to a greater degree than less complex ones) risks 
circularity unless the effects of resource reduction are modeled and measured, 
and how to do this is a point of contention. Two studies have addressed this 
issue (Caplan et al. 1985, Caplan et al. 2007b) and found this pattern; a third, 
smaller, study did not (Dick et al. 2001). The data regarding interference effects
in normal subjects are complex. Interactions of load and syntactic complexity,
and of these factors with subject groups that differ in processing resource ca-
pacity, are critical pieces of evidence that would support this model. However,
these interactions occur only under special circumstances (Caplan and Waters
1999, Caplan et al. 2007a), making this argument suggestive at best. The fi nd-
ing that first factors on which all sentence types load account for the majority 
of the variance is an extremely robust finding, regardless of the task over which 
factors are extracted or whether they are extracted over several tasks (Caplan 
et al. 2007b).

Additional evidence regarding the nature of aphasic deficits in syntactic 
comprehension comes from Rasch models of the performance of the 42 patients 
reported in Caplan et al. (2007b) on sentence–picture matching and enactment
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tasks. In a Rasch model, the probability of a correct response to a sentence 
is modeled as a function of the difficulty of that sentence and the ability of a 
patient. We explored models in which (a) sentences were grouped by task (i.e., 
the difficulty of sentences was modeled separately for sentence–picture match-
ing and enactment), (b) sentences were grouped by structural type (i.e., the 
difficulty of sentences was modeled separately for sentences of different sorts), 
and (c) patients were clustered on the basis of different clustering algorithms. 
Seen in terms used above, adding a factor is the equivalent of postulating that 
difficulty or capacity differs for the sentence types or patients who differ along 
the lines established by that factor. We found that the introduction of a task 
factor and a patient grouping factor significantly improved the goodness of 
fit of the model, but that all sentence groupings either had no effect or made 
the goodness of fi t worse. These results indicate that sentences exert different
levels of demand as a function of task but not as a function of specifi c syntactic
structure. This argues against the importance of structure-specifi c deficits as a 
major determinant of aphasic performance in syntactic comprehension tasks.

 If deficits in aphasic syntactic comprehension consist of a reduction in the 
processing resources used to support the construction of syntactic representa-
tions in particular tasks, a critical question is: What, exactly, are resources? 
Seen in the most general terms possible, resources are features of a model of a 
cognitive system that allow certain operations to occur and set limits on their 
occurrence, but do not themselves enter into computations and are not repre-
sentations. There are a variety of ways of conceptualizing resources, which are 
tied to models of the operations that underlie syntactic comprehension itself.

One way to conceive of resources is to see them as intrinsic aspects of the 
parsing/interpretive process. There are currently two different types of models 
of this type. In the first type, the operations that underlie syntactic compre-
hension are algorithms (procedures) which apply to symbolic representations, 
such as production rules. At least one model that views parsing this way mod-
els resources as a cost of each computation and each item stored in a memory 
system, and sets a limit on the total costs that can be incurred at any point in a 
computation (Just and Carpenter 1992). In the second type, the operations that 
underlie syntactic comprehension are adjustments to weights in connectionist 
models, and resources are modeled as the number of units in critical positions 
of the model or as aspects of the weighting process. An example is the presence 
and number of hidden units in a Boltzmann machine, whose existence extends 
the computational power of one-level perceptrons and whose number affects
the types of generalizations that the system achieves. Though these types of 
models differ in fundamental ways, from the point of view of modeling re-
sources, they share the feature that resources, and their limitations, are specifi ed 
within the models. This is more obviously the case for connectionist models, 
where the computational units themselves determine the capacity of the sys-
tem, than in procedural models, in which the limits on computational capacity 
are separate from the operations themselves, but in both types, resources are 



262 D. Caplan 

not set by other systems and the features of the model that determine capacity 
are imposed arbitrarily.

A second approach to resources is to see them as the effect of cognitive 
capacities other than the intrinsic operation of the parser/interpreter. Cognitive 
functions that have been suggested as resources that support parsing and inter-
pretation include various type of short-term memory (phonological short-term 
memory: Baddeley 1986, Caramazza et al. 1980; working memory: Miyake 
et al. 1994) and speed of processing capacity (rates of activation and decay: 
Haarmann and Kolk 1991, 1994; Haarmann et al. 1997). None of these capaci-
ties have been definitely shown to play this role (for discussion, see Caplan and 
Waters 1990, 1999).

Finally, it is possible that deficits affecting operations that provide input 
into parsing and interpretation appear as resource reductions in parsing and 
interpretation. Lowered efficiency of lexical processing can affect syntactic 
processing by producing delays between the construction of partial parses and 
interpretations and the presentation of the input to the processes that create 
these representations, especially in the auditory modality. Again, this possibil-
ity has not been adequately explored to know to what extent it accounts for 
aphasic performance.

All things considered, in my opinion it is reasonable at present to conceive 
of resources very abstractly.

Further insight into the nature of deficits comes from online measures of 
syntactic processing. These studies have shown that behavioral measures dif-
fer for sentences that are correctly and incorrectly interpreted. For instance, 
Caplan et al. (2007b) found that the difference in self-paced listening times for 
syntactically demanding segments in more versus less complex sentences were 
normal when patients responded correctly to the sentences and deviated from 
normal (either faster or slower) when those patients responded incorrectly to 
the sentences. This suggests that the sentence comprehension process provides 
correct representations on some trials and incorrect representations on others. 
The deficit—whether in resource availability or in the ability to apply a specif-
ic operation—occurs intermittently, not in a fixed fashion. Additional evidence 
for a random factor in generating responses is the fi nding that, in 7% of com-
parisons of experimental and baseline sentences, performance on “experimen-
tal” sentences was significantly better than performance on baseline sentences 
(Caplan et al. 2006, 2007b). Assuming that the experimental sentence in the 
pair requires all the parsing and interpretive operations required in the baseline 
sentence, plus one or more additional operations, this reversed complexity ef-
fect can only be due to random factors affecting a patient’s ability to compre-
hend a sentence (and to demonstrate that comprehension on a given task).

In summary, the view that deficits in aphasic syntactic comprehension 
consist of a reduction in the processing resources used to support the con-
struction of syntactic representations in particular tasks seems to me to be the 
best supported analysis of aphasic deficits in this cognitive domain. From the 
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perception of psycholinguistic models, this is a possible deficit: a growing 
body of research that finds that the mapping of comprehension onto perceptual 
experience interacts incrementally with the mapping of syntactic structure onto 
meaning (Tanenhaus et al. 1995). Different levels of resource availability, upon 
which noise is surperimposed, lead to differences in how often sentences with 
particular features are affected in a given task. Resource availability varies on 
a very short timescale. The physiological basis for a deficit of this sort remains 
to be understood.

Characterization of Lesions

There are two issues that have to be faced when characterizing lesions. The
first is to specify the units of the brain that a lesion affects. The second is to 
specify the aspects of the lesion that affect those units.

Neural tissue can be characterized at many levels, from subcellular neural 
elements and processes to large brain regions. At present, researchers can only 
see macroscopic features of the brain (e.g., gyri, sulci, fissures, subcortical gray 
matter nuclei) via in vivo structural neuroimaging and physiological activity re-
lated to large aggregates of neurons in physiological recordings (a few studies 
of recordings from selective neurons have been done intra-operatively and DSI 
offers new data). As far as I know, since Caramazza and Zurif (1976), no stud-
ies have examined brains of patients with syntactic comprehension disorder at 
postmortem, where cellular features of an area could be directly examined.

At the level of the individual patient, there are a number of diffi culties in
identifying many of the gross neuranatomical structures that researchers relate 
to syntactic processing. Many gyri are not completely defined by sulci, but 
require researcher-based completion of the course of a sulcus to its intersection 
with another, and/or researcher-drawn “limiting planes,” to be delineated. The
boundaries of a lesioned brain area adjacent to cerebrospinal fluid are often in-
terderminate and must be estimated. Both these factors make the identifi cation 
of the gross neuroanatomical regions affected by a lesion diffi cult.

Though macroscopically defined areas of the brain are what can be ob-
served in vivo, this level of characterization of the brain is inadequate in basic 
ways. Macroscopically defined areas of the brain have their functional capaci-
ties by virtue of their cellular and subcellular features, including the type and 
distribution of neurons in each area, the receptors and neurotransmitters of 
these neurons, the secondary messenger systems that are active in them, etc., 
and the connectivity of the neurons in the area. Macroscopically defi ned areas
that play roles in cognition thus contain cellular and subcellular features that 
determine their ability to encode, transform, store, and retrieve psychologi-
cally pertinent information.

For the most part, researchers in the area of syntactic processing have fo-
cused on cytoarchitectonic analysis as specifying the cellular features that are 
relevant to functional specialization. The most widely used division of the 
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brain into regions that are considered the loci of syntactic operations is the 
Brodmann cytoarchitectonic map (Brodmann 1909). Most researchers consid-
er that Brodmann areas (BAs) in the perisylvian association cortex are critical 
components of the neural system that supports parsing and interpretation. The
most conservative view is that this area includes BA 45, 44, 22, 39, and 40; 
more expansive conceptions include all or parts of BA 46, 47, 21, 37, and even 
10 and 11, although these last two areas, especially, are usually considered too 
far forward to be part of this area. Many researchers collapse some of these 
areas into larger entities: Broca’s area, consisting of BA 44 and 45, sometimes 
BA 46 and even less frequently BA 47; and Wernicke’s area, consisting of 
BA 22 and possibly part of BA 21; the inferior parietal lobe, consisting of 
BA 39 and 40.

There are, however, many difficulties in identifying the Brodmann’s areas 
that are affected by a lesion. Brodmann’s areas are not isomorphic with macro-
scopically determined regions, such as gyri, sulci, or lobes (Roland et al. 1997). 
Cytoarchitectonic areas show individual variability in their mapping onto gyri 
and sulci (Amunts et al. 1999). Probabilistic maps of cytoarchitecture-gyral 
mappings, such as the MNI atlas, have not been applied to the analysis of le-
sions in studies of syntactic processing. It is also important to appreciate that 
Brodmann’s map is only one of many cytoarchitectonic maps. This map may 
not always divide the cortex into functionally distinct regions or be the only 
cytoarchitectonic map that does so. Finally, ways to divide neural tissue in 
terms of features that are potentially relevant to psychological operations, such 
as neurotransmitter systems, cross-cut cytoarchitectonic maps (Mazziotta et al. 
2001). It is not clear at this point whether these ways of characterizing neural 
tissue are more appropriate for purposes of localization of syntactic compre-
hension (or many other cognitive functions). Thus, the use of cytoarchitectonic 
areas is both too weak and too strong for purposes of empirical neuropsy-
chological study. Their use is too weak because these regions are not unique 
among ways to divide neural tissue into areas that are potentially relevant to 
information-processing; their use thus does not capture other major physiolog-
ical divisions of the neuraxis, such as into areas that share a neurotransmitter 
profile. On the other hand, their use is too strong because these regions are not 
reliably discernable at present; that is, they do not directly and invariantly align 
with macroscopic landmarks that are currently visible in in vivo images.

In my view, these problems preclude the use of lesion data as the basis for 
claims about the effects of lesions in very small areas of the brain. For in-
stance, Friederici (this volume) presents a model of the neural basis for syntac-
tic comprehension that attributes specific types of syntactic operations to parts 
of Broca’s area and the superior temporal gyrus. In my view, lesions cannot 
now be reliably analyzed at the level of anatomical specificity that is needed 
for data from patients to confirm or contradict hypotheses phrased in terms of 
such small brain areas. On the other hand, lesion data are more than adequate, 
at least in principle, to confirm or contradict hypotheses phrased in terms of 
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larger brain areas. For instance, they are adequately reliable to provide data 
relevant to the question of whether the correct model of neural organization
for syntactic processing is invariant location, distribution, variable localiza-
tion, etc. Finding, for example, that lesions confined to (roughly) STG affect
particular aspects of comprehension in some patients and lesions confi ned to
(roughly) IFG do so in others is inconsistent with invariant location of the op-
erations which are deficient in those patients in only one of these areas.

In practice, the problems raised above regarding the analysis of brain re-
gions affected by lesions do not arise in the vast majority of studies of syntac-
tic processing, because these studies do not examine lesions quantitatively. In 
fact, many studies that make claims about the neural basis of parsing on the 
basis of patient data do not examine lesions at all, but simply classify patients 
as Broca’s or nonfluent patients and Wernicke’s, fluent, conduction and anomic 
patients. The assumption made in these studies is that patients in the fi rst group
have anterior lesions and those in the second have posterior lesions, whereas the 
reality is far more complicated (Mohr et al. 1978; Vanier and Caplan 1989). A
large number of studies summarize radiological reports and/or display lesions, 
usually on a single transverse section of the brain imaged with CT or MR. The
extent of lesions in these cases is unknown. A small number of studies have 
reported qualitative measures of lesions seen on CT and MR scans. A number 
of these images have been analyzed by purely subjective techniques, based 
on templates applied by eye to CT or MR cuts (Naeser and Hayward 1978; 
Naeser et al. 1979; Dronkers et al. 2004). These approaches typically yield 
inter-observer reliability correlations of about 80% for analyses that assign 
the quartile involvement of large regions of interest by a lesion (Naeser and 
Hayward 1978). One may legitimately assume that inter-observer correlations 
are lower for smaller regions of interest (ROIs) and for smaller percentages of 
ROIs. These data are at best rough estimates of lesion location and of the extent 
of a lesion in selected ROIs. In what follows, I discuss the few studies in which 
lesions were analyzed by quantitative and semi-quantitative methods. Even 
here, the delineation of gray-white matter and lesion-CSF boundaries, tracing 
sulci, estimation of the continuation of sulci, and other factors related to im-
age analysis introduces uncertainties into the characterization of the grossly 
defined areas of the brain affected by lesions. No study has reported lesions 
in white matter tracts or subcortical nuclei, which are very likely critical in 
determining defi cits.

The second issue that needs to be addressed when considering the use of 
lesions is what aspects of a lesion are measured. MR and CT imaging provides 
information about certain aspects of a lesion, such as areas that have under-
gone necrosis in stroke. However, lesions have widespread effects that are not 
measured by one imaging modality. For instance, strokes are associated with 
metabolic and perfusion effects outside areas of necrosis; these have rarely 
been investigated for their contribution to syntactic comprehension defi cits.
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In summary, lesions can be described in vivo in terms of macroscopically 
visible brain features, visualized radiologically. With some imprecision, it is 
possible to identify ROIs corresponding to cortical gyri and to determine the 
extent of a lesion in these ROIs in a single patient. Inferring the cytoarchitec-
tonic regions that are affected by a lesion introduces considerably more un-
certainty into the measure of a lesion. In most studies, only necrotic areas are 
measured, not areas of hypometabolism, hypoperfusion, or abnormal oxygen 
utilization. The resulting available database allows for tests of gross localiza-
tion of function, but is unable to provide data relevant to hypotheses about 
the role of small areas of the brain, and risks missing the effect on syntactic 
processing of many aspects of lesions.

Characterization of the Relation between Lesions and Defi cits in
Syntactically Based Comprehension

Terms

Localization and distribution are relative terms. Almost all models assume that 
cognitive functions are supported by populations of neurons, not single cells; 
in this sense, all functions are distributed over some part of the brain. Whether
a function is said to be localized or distributed depends upon how big the area 
that supports it is, and different researchers may use different terms for the 
same relation. (It is just a matter of terminology whether one says a function 
that is supported by pars opercularis, pars triangularis, and pars orbitalis is 
distributed over those three areas or localized in Broca’s area.) I shall refer to 
areas as parts of the brain within which a function is localized and regions as 
parts of the brain within which a function is distributed. The real issue, as far 
as I can see, is the extent to which functions are supported by cell assemblies 
that have particular properties.

The physiological basis of a function is dynamic on a very short temporal 
scale. For instance, the somatotopic map in area 3b of monkeys can be changed 
for short periods of time as a result of repeated intracortical microstimulation 
of a given cortical site: neurons close to the stimulated site (within ~ 500 μm)
come to have receptive fields closely matching those of the stimulated neurons 
(Recanzone and Merzenich 1988). Thus localization refers either to the area in 
which stimulation affects the function (or in which the function leads to physi-
ological responses) in the absence of particular temporospatial contextual fac-
tors or to the entirety of the area in which this occurs under all circumstances. 
The same is true of distribution.
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Models of Regional Functional Neuroanatomy

There are three basic models of the relation of functions to neural areas and 
regions: (a) localization, (b) distribution, and (c) duplication ( degeneracy).
Figure 12.1 presents these models in a visual form. 

Localization hypothesizes that a small area of the brain supports a function. 
Localization can be invariant (Figure 12.1a: a function can be localized in the 
same location in all individuals) or variable (Figure 12.1c: a function can be 
localized, but in different locations in different individuals). If localization is 
variable, it can vary in an unconstrained fashion (i.e., there is no area that is 
more likely to be the locus of the function than another) or the variation can be 
constrained (i.e., a function is localized more often in one area).

(a)

(c)

(e) (f)

(b)

(d)

Figure 12.1 Depiction of different models of functional neuroanatomical organiza-
tion. (a) Invariant localization: only one area performs an operation. (b) Degeneracy: 
several areas can perform the operation on their own. (c) Variable location: the same 
operation is performed in different areas in different individuals (indicated by varia-
tion in texture). (d) Even distribution: several areas contribute equally to performing 
the operation (no area can perform the operations on its own). (e) Constrained uneven 
distribution: several areas contribute unequally to performing the operation (indicated 
by variation in color saturation). The contribution of each area is the same in all indi-
viduals. (f) Unconstrained uneven distribution: Several areas contribute unequally to 
performing the operation. The contribution of each area differs in different individuals 
(indicated by different patterns of variation in color saturation).
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Distribution hypothesizes that a region of the brain supports a function. If a 
function is evenly distributed throughout a region (Figure 12.1d), there can be 
no individual variability in its neural basis. If it is unevenly distributed through-
out a region, particular parts of the region are more important to the function 
than others. In that case, the unevenness can be constrained (Figure 12.1e: the 
areas within the region that are more important to the function are the same 
in all individuals) or un-constrained (Figure 12.1f: there are no constraints on 
which areas within the region are more important in any given individual).

Degeneracy hypothesizes that more than one area independently supports 
a function. Invariant degeneracy (Figure 12.1b) hypothesizes that the areas 
which support the function are the same in all individuals. Unconstrained vari-
able degeneracy hypothesizes that the multiple small areas of the brain which 
support a function differ in different individuals. Constrained variable degen-
eracy hypothesizes that certain areas are more often the sites of the function 
than others. (The last two models are not depicted.)

Of these theories of gross functional neuroanatomy, two major types of 
models—localization and distribution—have clearly been proposed regarding 
syntactic processing. Localizationist models are represented by Grodzinsky 
(2000), who claims that Chomskian traces are co-indexed in Broca’s area; 
distributed models are exemplified by Dick et al. (2001) and Damasio and 
Damasio (1992). Within these models, a constrained variable localization 
model has been proposed (Caplan 1994) as well as an invariant unevenly dis-
tributed model (Mesulam 1990). It is not clear to me whether there is an ad-
vocate of a duplication model of syntactic operations. The model proposed by 
Friederici (this volume) might be such a model. Friederici argues that certain 
syntactic operations are supported by the parts of left IFG and left STG. If her 
view is that the integrity of both these areas is necessary for the functions, she 
is advocating a complex form of invariant localization or even distribution; if 
it is that the integrity of either of these areas is necessary for the functions, she 
is advocating a duplication (degeneracy) model.

These models make specifi c predictions regarding the effects of lesions on 
functions. One set of predictions relates lesion size in areas and regions of the 
brain to the magnitude of a deficit. Assuming that there is a monotonic rela-
tion between lesion size in an area or region that supports a function and the 
magnitude of a deficit of that function (an assumption made by all models), 
and that a suffi ciently large patient sample is tested, these predictions include 
the following: Invariant localization predicts that larger lesion size in only one 
area will lead to an increase in the magnitude of a deficit. Unconstrained vari-
able localization predicts that the relation of lesion size and deficit will be the 
same for all areas within the region in which a function is variably localized. 
Constrained variable localization predicts that the (positive) relation of lesion 
size and deficit will differ for the areas within the region in which a function 
is variably localized. Even distribution predicts that the relation of lesion size 
and deficit will be the same for all areas within a region in which a function 
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is distributed. Unconstrained uneven distribution predicts that the relation of 
lesion size and deficit will be the same for all areas within a region in which a 
function is distributed. Constrained uneven distribution predicts that the rela-
tion of lesion size and deficit will differ for areas within a region in which a 
function is distributed.

As can be seen, several models generate identical predictions; however,
they do so for different reasons. The prediction that the relation of lesion size 
and deficit will be the same for all areas within the region in which a function 
is (a) evenly distributed, (b) variably unevenly distributed in an unconstrained 
fashion, or (c) variably localized follows from even distribution because every
individual has the same, even distribution of function over the region as well 
as from variable uneven, unconstrained distribution and variable localization 
because, over the entire population, functions are equally distributed over the 
region. Therefore, these models generate different predictions regarding the 
effects of lesions in single cases. In individual cases, even distribution predicts 
that lesions of the same size in different areas within the region in which a 
function is distributed will result in equivalent deficits; variable uneven distri-
bution and unconstrained variable localization predict that lesions of the same 
size in different areas within the region in which a function is distributed will 
result in different magnitudes of deficits. Variable uneven, unconstrained dis-
tribution predicts that lesions anywhere in the region will produce some defi cit 
in any patient, however small (because the function is distributed throughout 
the region); unconstrained variable localization predicts that some lesions will 
not affect performance at all in some patients. This difference in predictions is 
also true of variable constrained uneven distribution and constrained variable 
localization models.

The predictions made by degeneracy are the same as those made by local-
ization, except that they apply to more than one area.

Relation of Performance on Syntactic Comprehension Tasks to Lesions

To my knowledge, there are five studies in the literature in which radio-
logical images have been analyzed and related to sentence comprehension 
in aphasics.

Kempler et al. (1991) reported CT and PET data from a group of 43 apha-
sic patients. Comprehension performance was correlated with lesion size in 
Broca’s and Wernicke’s areas as measured by CT and with hypometabolism 
throughout the temporal, parietal, and occipital lobes, as measured by FDG-
PET. A problem with this study is that Kempler et al. used the Token Test,
which seriously confounds syntactic processing with short-term memory re-
quirements. Thus performance may reflect short-term memory capacity rather 
than parsing and interpretive abilities.

Tramo et al. (1988) reported three cases where comprehension of reversible 
active and passive sentences was studied in a sentence–picture matching task. 
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Comprehension of reversible passives improved to above chance levels in two 
patients with anterior lesions, but not in the patient with a posterior lesion. 
This speaks to plasticity and suggests that the posterior perisylvian region has 
a latent ability to perform the syntactic functions of the anterior region.

Caplan et al. (1996) obtained CT scans in 18 patients with left hemisphere 
strokes. Scans were normalized to the Talairach and Tournoux atlas, and fi ve 
perisylvian regions of interest defined following the Rademacher et al. (1992) 
criteria: the pars triangularis and the pars opercularis of the third frontal convo-
lution, the supramarginal gyrus, the angular gyrus, and the first temporal gyrus 
excluding the temporal tip and Heschl’s gyrus. Lesion volume was calculated 
within each ROI. Syntactic comprehension was assessed using an object ma-
nipulation task which presented 12 examples of each of 25 sentence types, 
selected to assess the ability to understand sentences containing only fully ref-
erential noun phrases, sentences containing overt referentially dependent NPs 
(pronouns or reflexives), and sentences containing phonologically empty NPs 
(PRO, NP-trace and wh-trace; Chomsky 1986, 1995).

Neither overall accuracy on the 25 sentence types, nor a syntactic com-
plexity score, nor 19 separate measures corresponding to particular syntac-
tic operations differed in groups defined by lesion location. None of the 168 
correlations between overall accuracy on the entire set of 25 sentence types, 
overall syntactic complexity score, or the 19 separate measures of particular 
syntactic operations with normalized lesion volume in the language zone, nor-
malized lesion volume in each of the five ROIs, or normalized lesion volume in 
the anterior and posterior ROIs were significant. These correlations remained 
insignifi cant when the effect of overall lesion size was partialled out by using 
the residuals of regression analyses in which the normalized lesion volume in 
the language zone was regressed against the overall accuracy scores and the 
syntactic complexity scores. The results all remained unchanged in ten patients 
who were studied and scanned at about the same time relative to their lesions. 
Detailed analysis of single cases with small lesions of roughly comparable 
size, who were tested at about the same time after their strokes, indicated that 
the degree of variability found in quantitative and qualitative aspects of pa-
tients’ performances was not related to lesion location or the size of lesions in 
the anterior or posterior portion of the perisylvian association cortex. Caplan 
et al. concluded that the syntactic operations examined in this study were not 
invariantly localized in one small area, but were either distributed or showed 
variability in localization.

This study has many limitations. Only 18 subjects were scanned, making 
the sample potentially unrepresentative and limiting the use of regression anal-
yses. The study was based on CT scans and did not measure hypoperfusion or 
hypometabolism in cerebral tissue. CT scans were normalized along a single 
linear dimension, introducing distortions in volumes of ROIs. ROIs and le-
sions were identified subjectively. The boundaries of lesions and CSF spaces 
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were identified subjectively. Though many syntactic structures were examined, 
syntactic comprehension was only tested on a single off-line task.

Dronkers et al. (2004) studied 64 patients with left hemisphere strokes as well 
as 8 right hemisphere stroke cases and 15 controls. Patients were scanned using 
CT or MR. The patients were tested on the Western Aphasia Battery (WAB)
and the Curtiss-Yamada Comprehensive Language Evaluation (CYCLE) for 
sentence comprehension. A voxel-based lesion-symptom mapping (VLSM) 
approach to analysis of the data was reported. A radiologist identified areas on 
a template of the brain (consisting of 11 transverse slices) which corresponded 
to lesions in each patient’s brain. Patients were divided into groups with and 
without lesions at each voxel. For every voxel for which there were at least 8 
patients with lesions and 8 without lesions, the groups were examined for dif-
ferences in their performance on the CYCLE and on each of its subtests, using 
Bonferroni-corrected t-tests.

The authors created regions of interest based upon the presence of signifi -
cant t values. The performance of patients with and without lesions in fi ve 
areas of the left hemisphere (MTG, the anterior STS, the STS and the angular 
gyrus, midfrontal cortex (said to be in BA 46), and what was said to be BA 47) 
differed on the total CYCLE score. Dronker et al. also divided patients into 
groups based upon the presence of lesions in “the bulk” of an ROI, and com-
pared the scores of the resulting groups on the CYCLE and its subtests using 
uncorrected t-tests. The results were largely similar. The process was repeated 
for each subtest of the CYCLE. The authors interpreted the pattern of subtests 
that were different in each of the regions in terms of psycholinguistic processes 
that were affected in patients with and without lesions in these areas. They sug-
gested that the MTG was involved with lexical processing, the anterior STS 
with comprehension of simple sentences, the STS and the angular gyrus with 
short-term memory, and the left frontal cortex with working memory required 
for complex sentences. Dronker et al. concluded that neither Broca’s area nor 
Wernicke’s area contributes to sentence comprehension and that the apparent 
involvement of these regions in previous studies is “epiphenomenal,” due to 
the role that adjacent cortex plays in these processes.

This study suffers from many limitations. Beginning with the treatment of 
neurological data, the identification of areas and lesions—including lesion-
CSF boundaries—was entirely subjective, and only structural measures of 
lesions were considered. Unlike the Caplan et al. (1996) study, where ROIs 
were defi ned according to the Rademacher system, in the Dronkers’ study, no 
indication is given of how ROIs were defined. It is not clear what “the bulk” of 
an (undefined) ROI consisted of, or whether this measurement differed for dif-
ferent ROIs. The decision to eliminate voxels in which 7 or fewer patients did 
or did not have lesions may have eliminated both Broca’s area and Wernicke’s
area (as well as the insula) from consideration, since these regions may have 
been spared in fewer than 8 patients. The approach of evaluating the effects
of lesions at each voxel or at each ROI independently makes no allowance for 
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interactions of lesions in different locations; in particular, effects of total lesion 
volume were not considered.

With respect to the psycholinguistic analyses, the differences in perfor-
mance that formed the basis for deficit analyses were those between groups of 
patients, not differences between patients with lesions in an area and normal 
subjects. Normals performed at ceiling on all subtests of the CYCLE; accord-
ingly, all the lesions were associated with abnormal performance on all tests. 
The deficits that underlie these abnormal performances are unclear. CYCLE is 
a sentence–picture matching test with both syntactic and lexical foils for many 
items. Errors in which lexical foils are selected provide evidence for lexical 
deficits and errors in which syntactic foils are selected provide evidence for 
sentence-level deficits; however, Dronker et al. did not separate different er-
ror types in their analyses. Therefore, the psychological data are inadequate to 
support any of the conclusions made, beyond the claim that they had abnormal 
language comprehension.

The most noticeable result of this study is the fact that lesioned voxels in 
Broca’s and Wernicke’s areas were not associated with poor performance com-
pared to patients without lesions in these voxels. There are several possible 
accounts for this finding. One, mentioned above, is that voxels in Broca’s and 
Wernicke’s areas may have been eliminated because they were spared in too 
few subjects. Another possible explanation of the failure to find effects of le-
sions in voxels in Broca’s and Wernicke’s areas and effects of lesions in adja-
cent voxels is the uncertainty associated with the normalization process. Even 
if these artifacts are not the source of the fi nding, the finding only shows that 
patients with lesions in these areas are not more affected on language compre-
hension than patients whose lesions spare these areas, not that patients with 
lesions in these areas are not impaired relative to normals (with whom they 
were not compared, as noted above).

Caplan et al. (2007c) imaged 32 of the patients and 13 controls reported in 
Caplan et al. (2007b), using MR and FDG-PET scanning. First factor scores of 
principle components analyses of performance on each task were taken as re-
flections of resource availability of each patient in each task, and differences in 
accuracy, reaction time, and listening times for words in critical positions (cor-
rected for word length and frequency) in experimental and baseline sentences 
served as measures of syntactic processing ability for particular structures in 
particular tasks.

The relation between lesion size and deficits was investigated by regress-
ing MR and PET measures of the extent of the lesion in each of seven ROIs 
against the measures of syntactic processing mentioned above. Because of the 
small number of cases, regressions were done in series, using general factors 
and lesion size in larger regions as independent measures in the fi rst analyses 
and progressing to the effects of lesions in smaller areas. Time since lesion and 
age did not affect performance. Percent lesion volume on MR and mean PET
counts/voxel in a variety of small regions accounted for a signifi cant amount
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of variance in performance measures, after total lesion size was entered into 
stepwise regressions. For instance, percent MR lesion in the inferior parietal 
lobe, the anterior inferior temporal lobe and superior parietal lobe, and PET
counts/voxel in Broca’s area accounted for a significant amount of variance in 
first factor scores for all tasks combined and for object manipulation. Similar 
patterns (i.e., significant effects of lesion size in several areas on performance 
measures) were found for other dependent variables. Some areas, such as the 
anterior inferior temporal region, were significant in several tasks, implying 
that each of these cortical areas is necessary for multiple functions. Finally,
some dependent variables were predicted by lesions in multiple areas, imply-
ing that multiple, unrelated cortical areas are necessary for some functions.

The data were also examined on a case-by-case basis to look for evidence of 
distribution of the functions assessed. The range of performance on fi ve mea-
sures (first factor scores for sentence–picture matching, enactment and gram-
maticality judgment; syntactic complexity scores for accuracy in sentence–
picture matching and enactment) was examined in patients with lesions within 
.25 SD of the mean lesion size in four regions (the entire left hemisphere, the 
left hemisphere cortex, the perisylvian association cortex, and the combination 
of the perisylvian association cortex, the inferior anterior temporal lobe and 
the superior parietal lobe). In each case, performances of patients with lesions 
restricted to this small proportion of the total range of lesion sizes covered a 
wide range of total performance; in some cases almost the entire range, and in 
one case the entire range, of performance was found. The converse was also 
considered. The range of lesion sizes in these four regions was examined in 
patients whose performance fell within .25 SD of the mean performance on 
these measures. In each case, percent of region lesioned in the selected cases 
covered a wide portion of the range of percent of region lesioned in all cases. 
These results argue against models that maintain that the functions which these 
performance measures assess are evenly distributed across large contiguous 
brain areas, such as the left hemisphere cortex or the perisylvian association 
cortex. If this were the case, lesions of equal size in these regions should have 
led to similar magnitudes of a deficit. The data are consistent with the view 
that localization of these functions varies across individuals. They are also 
consistent with the idea that the functions being measured are unevenly distrib-
uted throughout large areas, either with the same pattern of unevenness in all 
individuals (invariant uneven distribution) or with different patterns of uneven 
distribution in different individuals (variable uneven distribution).

A previously unreported analysis pertains to deficits and spared functions 
in patients with lesions that primarily occupy small areas of the brain. Table
12.1 shows these results for patients with lesions that primarily occupy the 
posterior or anterior portion of the perisylvian association cortex. The pattern 
of spared and affected sentence types differs considerably for patients with 
similar lesions. In the posterior cases, patient 50017 shows a lesion occupying 
50% of the posterior perisylvian area and almost no abnormal performances 
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in enactment; patient 50027, with a lesion whose perisylvian extent is very 
similar to that seen in patient 50017, shows abnormal performance on almost 
all sentence types in enactment. In the anterior cases, patient 50005 shows a 
complete lesion of the anterior perisylvian area and no abnormal performanc-
es; patient 50018, with a lesion that occupies 39% of the anterior perisylvian 
area, has virtually no normal performances. Since poor performance could be 
due to any aspect of the lesion in a patient, the most interpretable results are 
those in which a lesion is associated with normal performance, which imply 
that the aspects of the brain that are lesioned are not necessary for the functions 
that are spared. These data indicate that the total integrity of particular areas 
of the brain is not necessary for particular functions in some patients, though 
it appears to be necessary for those functions in others (though defi cits could
be due to lesions in other areas). A larger series of cases is needed to determine 
the extent to which lesions in these and other areas occur without disrupting 
particular functions.

The implications of these results for the neural basis of syntactic process-
ing depends upon the nature of the functions that the behavioral/performance 
measures measure. As noted above, deficits affecting syntactic comprehension 
appear to reduce the resource system that is used to support parsing and in-
terpretive operations in a task, not the operations or resource systems that are 
used to assign and interpret syntactic structures in an amodal, abstract fashion. 
The operations in question do not simply map propositional representations 
onto perceptual and motor functions; deficits that resulted from deficits in such 
operations would affect all propositions with similar semantic values (e.g., 
with the same number and type of thematic roles) in a task, whereas the defi -
cits seen in aphasia affect sentences differently as function of their syntactic 
form. Rather, the resources that appear to be reduced in aphasia support map-
ping propositional content onto the products of the comprehension process at 
a point in processing at which the syntactic structure of a sentence infl uences 
the mapping (i.e., during the online computation of the structure and meaning 
of a sentence). This has significant consequences for the interpretation of the 
effects of lesions.

If this deficit analysis is correct, the neural basis for domain-independent 
(amodal) parsing and interpretive operations is not addressed by the studies 
reviewed here (the same is true of all activation studies of which I am aware). 
The aphasia data raise the question of whether the brain is organized to seg-
regate parsing and interpretive operations from perceptual, motor, and mne-
monic functions. As noted above, there is considerable behavioral evidence 
that parsing and interpretation is mapped onto task performance incrementally,
and the possibility exists that the brain is thoroughly interactive—that all areas 
of the brain that support parsing and interpretation are also involved in these 
incremental interactions. Regardless of whether this is correct or not, to date, 
I would argue that the data from aphasia provide information about areas that 
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are involved in these interactions, not any that may support amodal parsing 
and interpretation.

Summary and Conclusions

The study of aphasic disturbances of syntactic comprehension has been taken 
as providing a window into the organization of the brain for  parsing and  sen-
tence interpretation. Recent studies provide strong reasons to believe that the 
view through this window is blurred: it is only visible through the screen of 
task performance. Deficits affecting syntactic comprehension affect the inter-
faces between the comprehension process and task performance. The little data 
available suggest that lesions in different sites affect different comprehension-
task interfaces, and that some areas support several such interfaces. This may 
be because some of these interfaces are variably localized or variably unevenly 
distributed, but the results are also consistent with invariant localization. If 
there are many aspects to these interfaces, each of which is invariantly local-
ized, and lesions in each aspect of an interface affect performance, lesions in 
different areas will be related to performance on a given task. If some of these 
interfaces are the same across comprehension-task pairings, some areas will be 
involved in several mappings. Practically nothing is known about the interface 
of task demands and comprehension and how these integrated functions break 
down in aphasia. A great deal of research into these questions—both in terms 
of model development and in terms of empirical investigation—is needed if 
we are to use the performances of patients with cerebral lesions as a basis for 
information about the neural basis for syntactic processing.
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Refl ections on the 
Neurobiology of Syntax

Peter Hagoort

Abstract

This contribution focuses on the neural infrastructure for  parsing and syntactic encod-
ing. From an anatomical point of view, it is argued that Broca’s area is an ill-conceived 
notion. Functionally,  Broca’s area and adjacent cortex (together Broca’s complex) are 
relevant for language, but not exclusively for this domain of cognition. Its role can be 
characterized as providing the necessary infrastructure for unifi cation (syntactic and 
semantic). A general proposal, but with the required level of computational detail, is 
discussed to account for the distribution of labor between different components of the 
language network in the brain. Arguments are provided for the  immediacy principle,
which denies a privileged status for syntax in sentence processing. The temporal profi le 
of event-related brain potential (ERP) is suggested to require predictive processing. 
Finally, since, next to speed, diversity is a hallmark of human languages, the language 
readiness of the brain might not depend on a universal, dedicated neural machinery for 
syntax, but rather on a shaping of the neural infrastructure of more general cognitive 
systems (e.g., memory, unifi cation) in a direction that made it optimally suited for the 
purpose of communication through language.

Introduction

Recent years have seen a growing number of studies on the neural architecture 
of language, using both electromagnetic methods (EEG, MEG) and hemody-
namic methods (PET, fMRI). These studies have added to, but also changed, 
previous views on the brain’s infrastructure for language, which were based 
primarily on patient studies. Before discussing the relevant issues in detail, 
here is what I believe to be the major conclusions that can be drawn from the 
overall body of literature on the neurobiology of language:

The language network in the brain is more extensive than the classi-1.
cal language areas (Broca’s area,  Wernicke’s area). It includes, next to 
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Broca’s area, adjacent areas in the left inferior frontal cortex (LIFC), 
as well as substantial parts of superior and middle temporal cortex, 
inferior parietal cortex, and parts of the basal ganglia. In addition, ho-
mologue areas in the right hemisphere are often found to be activated 
to a lesser extent.

In contrast to classical textbook wisdom, the division of labor between 2.
Broca’s area (frontal cortex) and  Wernicke’s area (temporal cortex) is 
not  language production vs.  language comprehension. LIFC is strongly 
involved in syntactic and semantic unifi cation operations during com-
prehension. Wernicke’s area is involved in language production, at least 
at the level of word form encoding (Indefrey and Levelt 2004).

None of the language-relevant areas and none of the language-relevant 3.
neurophysiological effects are language specifi c. All language-relevant 
ERP effects (e.g.,  N400,  P600,  (E)LAN) seem to be triggered by other 
than language input as well (e.g., music, pictures,  gestures; see Kaan, 
this volume).

For language, as for most other cognitive functions, the notion of func-4.
tion-to-structure mapping as being one-area-one-function is almost 
certainly incorrect. More likely, any cortical area is a node that partici-
pates in the function of more than one network. Conceivably, top-down 
connections from supramodal areas could differentially recruit such 
a cortical node into the service of one network or another (Mesulam 
1990, 1998).

Despite the syntacto-centrist perspective in most of modern linguis-5.
tics, in terms of processing there is no evidence for a privileged sta-
tus of syntactic information. Language comprehension, beyond the 
single word level, happens in accordance with the  immediacy prin-
ciple, which states that all relevant information types (e.g., syntactic, 
semantic, extra-linguistic information) are brought to bear on language 
 interpretation as soon as they become available, without giving prior-
ity, on principled grounds, to the syntax-constrained combination of 
lexical semantic information. The immediacy principle does not apply 
to language production, which requires a conceptual specifi cation that 
precedes syntactic and phonological encoding, at least to some extent.

In this chapter, I provide further background and additional refl ections on the 
biological foundations of syntax. I begin with a closer look at Broca’s area, 
from a neuroanatomical perspective. The focus on Broca’s area will enable 
some general conclusions about the relevant features of language-relevant 
brain areas.
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Deconstructing Broca’s Area

Classically, Broca’s area has been considered to be a key site for syntax. 
Despite some disagreement in the literature (Uylings et al. 1999), most authors 
agree that Broca’s area comprises Brodmann areas 44 and 45 of the left hemi-
sphere. In classical textbooks, these areas coincide at the macroscopic level 
with the pars opercularis (BA 44) and the pars triangularis (BA 45) of the third 
frontal convolution. However, given anatomical variability, in many brains 
these two parts are not easy to identify (Uylings et al. 1999), and clear micro-
anatomical differences (see Amunts and Zilles 2006) have been missed when 
macro-anatomical landmarks are used (Tomaiuolo et al. 1999). Furthermore, 
cytoarchitectonic analysis (Amunts et al. 2003) shows that BA 44 and BA 45 
do not neatly coincide with the sulci that form their boundaries in macro-an-
atomical terms. More fundamentally, one has to question the justifi cation for 
subsuming these two cytoarchitectonic areas under the overarching heading of 
Broca, rather than, say, BA 45 and BA 47. Areas 44 and 45 show a number of 
clear cytoarchitectonic differences, one of which is that BA 45 has a granular 
layer IV, whereas BA 44 is dysgranular. In contrast, like BA 45, BA 47 is 
part of the heteromodal component of the frontal lobe, known as the granular 
cortex (see Figure 13.1; Mesulam 2002). In addition, BA 44 and BA 45 have 
clearly distinct postnatal developmental trajectories and show a difference in 
their patterns of lateral asymmetry (Uylings et al. 1999). Using an observ-
er-independent method for delineating cortical areas, Amunts et al. (1999) 
analyzed histological sections of ten human brains. They found a signifi cant 
left-over-right asymmetry in cell density for BA 44, whereas no signifi cant 
left–right differences were observed for BA 45. However, BA 44 and BA 45 
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Figure 13.1 Lateral view of the frontal lobes. The numbers refer to  Brodmann areas. 
Hashed markings: motor-premotor cortex; dotted markings: heteromodal association 
cortex. SF: Sylvian fi ssure; CS: central sulcus. After Mesulam (2002).
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are cytoarchitectonically more similar to each other than BA 44 and BA 6, or 
BA 45 and BA 6 (Amunts and Zilles 2001).

Studies on corresponding regions in the  macaque  brain (Petrides and 
Pandya 2002a) have shown that BA 44 receives projections primarily from 
somatosensory and motor-related regions, the rostral inferior parietal lobule, 
and supplementary and cingulate motor areas. There is input from portions of 
the ventral prefrontal cortex, but only sparse projections from inferior tempo-
ral cortex (Pandya et al. 1996). Conversely, BA 45 receives massive projec-
tions from most parts of prefrontal cortex, from  auditory areas of the STG, and 
visually related areas in the posterior STS. In other words, the connectivity 
patterns of macaque BA 44 and 45 suggest clear functional differences be-
tween these areas. Differences in connectivity have also been found in human 
studies, using a technique called diffusion tensor imaging (Glasser and Rilling 
2008). Friederici et al. (2006a) report syntax relevant differences in connectiv-
ity from Broca’s area and from the  frontal operculum to different parts of the 
temporal lobe.

Xiang, Norris, and Hagoort (submitted) performed a resting state functional 
connectivity study to investigate directly the functional correlations within the 
perisylvian language networks by seeding from three subregions of  Broca’s 
complex (pars opercularis, pars triangularis, and pars orbitalis) and their right 
hemisphere homologues. A clear topographical connectivity pattern in the left 
middle frontal, parietal, and temporal areas was revealed for the three left seeds 
in Broca’s complex. These results demonstrate that a functional connectivity 
topology can be observed in the  perisylvian language areas in the left hemi-
sphere, in which different parts of Broca’s area and adjacent cortex show a dif-
ferential pattern of connectivity. This pattern is only seen in the left hemisphere 
and seems to be organized according to information type: semantic, syntactic, 
phonological (Figure 13.2).

Finally, studies on the receptor architecture of left inferior frontal areas in-
dicate that functionally relevant subdivisions within BA 44 and BA 45 might 
be necessary (for more details, see Amunts and Zilles 2006). For instance, 
there is a difference within BA 44 of the receptor densities, for example of the 
5HT2 receptor for  serotonin, with relatively low density in dorsal BA 44 and 
relatively high density in ventral BA 44.

In short, from a cytoarchitectonic and receptor architectonic point of view, 
Broca’s area, comprising BA 44 and BA 45, is a heterogeneous patch of cortex; 
it is not a uniform cortical entity. The functional consequences of this hetero-
geneity are unclear, since the degree of anatomical uniformity required for an 
inference of functional unity is unknown. Here, two different views exist about 
the functional relevance of architectural differences in brain structure, which 
can be made clear in connection to the Brodmann map.

A prime example of the contribution of neuroanatomy is the famous map 
by Korbinian Brodmann (1869–1918). This map consists of 47 different ar-
eas, usually referred to by expressions such as BA 44 for  Brodmann BA 44. 
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The numbers of the  Brodmann areas were determined by the order in which 
Brodmann went through the brain, as he analyzed one area after the other. 
Brodmann’s classifi cation is based on the cytoarchitectonics of the brain, which 
refers to the structure, form, and position of the cells in the six layers of the cor-
tex. Quantifi cation was done by Brodmann on postmortem brains, which were 
sectioned into slices of 5–10 micron thickness that underwent Nissl-staining 
and were then inspected under the microscope. In this way, the distribution of 
different cell types across cortical layers and brain areas could be determined. 
Even today Brodmann’s map (Brodmann 1909) is recognized as a hallmark in 
the history of neuroscience. Brodmann’s work reveals that the composition of 
the six cortical layers, in terms of cell types, varies across the brain. Cell num-
bers can vary as well. The primary visual cortex, for instance, has about twice 
as many neurons per cortical column as other brain areas (Amaral 2000).

The classical view among neuroanatomists is that these architectural dif-
ferences in brain structure are indicative of functional differences, and, con-
versely, that functional differences demand differences in architecture (Bartels 
and Zeki 2005; Brodmann 1905; Vogt and Vogt 1919; Von Economo and 
Koskinas 1925). Following the classical view, through different ways of char-
acterizing brain structure (i.e., cyto- myelo- and receptor architectonics; Zilles 
and Palomero-Gallagher 2001), brain areas can be identifi ed, for which differ-
ences in structural characteristics imply functional differences. Accordingly, 
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Figure 13.2 The topographical connectivity pattern in the  perisylvian language net-
works. Connections to the left pars opercularis (oper), pars triangularis (tri) and pars 
orbitalis (orbi) are shown in white, gray, and black arrows respectively. The solid ar-
rows represent the main (most signifi cant) correlations and the dashed arrows represent 
the extending (overlapping) connections. Brain areas assumed to be mainly involved 
in phonological, syntactic and semantic processing are shown in white, gray, and black 
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Supramarginal gyrus; AG: Angular gyrus; S/IPL: the area between SMG and AG in 
the superior/inferior parietal lobule; pSTG: posterior superior temporal gyrus; pMTG: 
posterior middle temporal gyrus; pITG: posterior inferior temporal gyrus.
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it follows that one should look for the structural features that determine why 
a particular brain area can support, for instance, the processing of a fi rst or 
second language.

In contrast to the classical view in neuroanatomy, more recent accounts 
have argued that from a computational perspective, different brain areas are 
very similar. For instance, Douglas and Martin argue that:

The same basic laminar and tangential organization of the excitatory neurons of 
the neocortex, the spiny neurons, is evident wherever it has been sought. The in-
hibitory neurons similarly show a characteristic morphology and patterns of con-
nections throughout the cortex….all things considered, many crucial aspects of 
morphology, laminar distribution, and synaptic targets are very well conserved 
between areas and between species (Douglas and Martin 2004, p. 439). 

Functional differences between brain areas are, according to this perspective, 
due mainly to variability of the input signals in forming  functional special-
izations. Domain specifi city of a particular piece of cortex might thus not be 
determined so much by the heterogeneity of brain tissue, but rather by the 
way in which its functional characteristics are shaped through input. Moreover, 
fi ndings of  neuronal plasticity (e.g., the involvement of visual cortex in verbal 
memory in the congenitally blind; Amedi et al. 2003), suggest substantial plas-
ticity in structure-to-function relations.

The above considerations result in a view of Broca’s area that is different 
from the classical perspective. With respect to language areas in frontal cortex, 
it has become clear that, in addition to BA 44 and 45, at least BA 47 and the 
ventral part of BA 6 should be included in the left frontal language network. 
Recent neuroimaging studies indicate that the pars orbitalis of the third frontal 
convolution (roughly corresponding to BA 47) is involved in language pro-
cessing (e.g., Devlin et al. 2003; Hagoort et al. 2004). From a functional ana-
tomical perspective, it thus makes sense to use the term Broca’s complex for 
this set of areas. Broca’s complex is used here to distinguish it from Broca’s 
area as classically defi ned, which is both too broad (since it comprises ana-
tomically and functionally distinct areas, with differences in their connectivity 
patterns) and too narrow (since it leaves out adjacent areas that are shown to be 
crucial for language processing). Broca’s complex, as defi ned here, is the set of 
anatomical areas in left inferior frontal cortex that are known to play a crucial, 
but by no means exclusive, role in language processing.

The Role of Broca’s Complex

A  particular cognitive function is most likely served by a distributed network 
of areas, rather than by one local area alone. In addition, a local area partici-
pates in more than one function. A one-to-one mapping between Broca’s area 
and a specifi c functional component of the language system would thus be 
a highly unlikely outcome. Even for the visual system, it is claimed that the 
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representations of, for example, objects and faces in ventral temporal cortex 
are distributed and overlapping (Haxby et al. 2001). Moreover, Broca’s area 
has been found activated in imaging studies on nonlanguage functions, such 
as action recognition (Decety et al. 1997; Hamzei et al. 2003) and movement 
preparation (Thoenissen et al. 2002). Of course, all this does not mean that 
cognitive functions are not localized and that the brain shows  equipotentiality. 
It only means that the  one-area-one-function principle is in many cases not an 
adequate account of how cognitive functions are neuronally instantiated.

If Broca’s complex is not a domain-specifi c area, what properties does it 
have that makes it suitable for recruitment for unifi cation operations in the 
language domain?

The answer that I propose is based on (a) an embedding of this complex in 
the overall functional architecture of prefrontal cortex, and (b) a general dis-
tinction between memory retrieval of linguistic information and combinatorial 
operations on information retrieved from the mental lexicon. These operations 
are referred to as unifi cation or binding. The notion of binding is inspired by 
the visual neurosciences, where one of the fundamental questions concerns 
how we get from the processing of different visual features (color, form, mo-
tion) by neurons that are far apart in brain space to a unifi ed visual percept. 
This is known as the binding problem. In the context of the language system, 
the binding problem refers to an analogous situation, but is now transferred to 
the time domain: How is information that is incrementally retrieved from the 
mental lexicon unifi ed into a coherent overall interpretation of a multi-word 
utterance? Most likely, unifi cation needs to take place at the conceptual, syn-
tactic, and phonological level, as well as between these levels (see Figure 13.3; 
Jackendoff 2002). In this context, binding refers to a problem that the brain has 
to solve, not to a concept from a particular linguistic theory.

Integration is an important part of the function of the prefrontal cortex. This 
holds especially for integration of information in the time domain (Fuster 1995). 
To fulfi ll this role, prefrontal cortex needs to be able to hold information on-
line (Mesulam 2002) and to select among competing alternatives (Thompson-
Schill et al. 1999). Electrophysiological recordings in the  macaque monkey 
have shown that this area is important for sustaining information triggered by 
a transient event for many seconds (Miller 2000). This allows prefrontal cortex 
to establish unifi cations between pieces of information that are perceived or 
retrieved from memory at different moments in time (Fuster 1995). 

Recent  neuroimaging studies indicate that Broca’s complex contributes to 
the unifi cation operations required for binding single word information into 
larger structures. In psycholinguistics, integration and  unifi cation refer to what 
is usually called post-lexical processing. These are the operations on informa-
tion that is retrieved from the mental lexicon. It seems that prefrontal cortex 
is especially well suited to contribute to post-lexical processing, since this in-
cludes selection among competing unifi cation possibilities, so that one unifi ed 
representation spanning the whole utterance remains.
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In short, the properties of neurons in the prefrontal cortex of  macaques 
suggest that this part of the  brain is suitable for integrating pieces of infor-
mation that are made available sequentially, spread out over time, irrespec-
tive of the nature of the material to be handled (Owen et al. 1998). Clearly, 
there are interspecies differences in terms of the complexity of the information 
 binding operations (Fitch and Hauser 2004), possibly supported by a corre-
sponding increase in the amount of frontal neural tissue from monkey to man 
(Passingham 2002). With respect to language processing in humans, different 
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sentence The little star’s beside the big star (Jackendoff 2002). The unifi cation opera-
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complex binding operations take place. Subregions in Broca’s complex might 
contribute to different unifi cation operations required for binding single word 
information into larger structures.

A Unifi cation Model of Parsing

Progress  in  the neurobiology of language suffers from the lack of (or the un-
awareness about the availability of) detailed, preferably computationally ex-
plicit models of language processing. In many ways, this situation holds for 
most domains of cognitive neuroscience research. If it comes to the neurobiol-
ogy of syntax, the specifi cation of a grammar does not suffi ce. If anything, all 
there is to be found in the brain is a system capable of parsing and syntactic 
encoding. Therefore, we need explicit models of parsing (and syntactic encod-
ing) to guide our search and interpretation of results in ERP, MEG, or fMRI 
experiments. Here I offer a proposal for an explicit model of parsing. An inter-
esting aspect of the model is that it also accounts for syntactic encoding, with 
the input–output relations reversed (from concept to phonology). This model 
is not to be taken as a fi nal theoretical commitment. Instead, it is an illustra-
tion of the explicitness that is necessary to make progress in this domain of 
research. I offer an account based on the Unifi cation Model for parsing (Vosse 
and Kempen 2000).

According to this model, each word form in the mental lexicon is associ-
ated with a structural frame. This structural frame consists of a three-tiered 
unordered tree, specifying the possible structural environment of the particular 
lexical item:

(1) Root node

hd

art

the

det

DP

hd

N

woman

mod

PP
Foot node

S

NP NP PPV

subj hd dobj mod

sees

det hd mod hd obj det hd mod

man with binoculars

NP PP NP

DP N PP prep NP DP N PP

where DP: determiner phrase; NP: noun phrase; S: sentence; PP: prepositional 
phrase; art: article; hd: head; det: determiner; mod: modifi er; subj: subject; 
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dobj: direct object. The top layer of the frame consists of a single phrasal node 
(e.g., NP). This so-called root node is connected to one or more functional 
nodes (e.g., subject, head, direct object) in the second layer of the frame. The 
third layer contains again phrasal nodes to which lexical items or other frames 
can be attached.

This parsing account is “lexicalist” in the sense that all syntactic nodes (e.g., 
S, NP, VP, N, V) are retrieved from the mental lexicon. In other words, chunks 
of syntactic structure are stored in memory. There are no syntactic rules that 
introduce additional nodes. In the online comprehension process, structural 
frames associated with the individual word forms incrementally enter the unifi -
cation workspace. In this workspace constituent structures spanning the whole 
utterance are formed by a unifi cation operation of two lexically specifi ed syn-
tactic frames:

(2)

Foot node

S

NP NP PPV

subj hd dobj mod

sees
Root node

det

DP

hd

N

woman

mod

PP

2

Unifi cation takes place by linking the root node NP to an available foot node 
of the same category. The number 2 indicates that this is the second link that 
is formed during online processing of the sentence The woman sees the man 
with the binoculars. This operation consists of linking up lexical frames with 
identical root and foot nodes, and checking agreement features (e.g., number, 
gender, person). It specifi es what Jackendoff (2002) refers to as the only re-
maining “grammatical rule”: UNIFY PIECES.

The resulting unifi cation links between lexical frames are formed dynami-
cally, which implies that the strength of the unifi cation links varies over time 
until a state of equilibrium is reached. Due to the inherent ambiguity in natural 
language, alternative binding candidates will usually be available at any point 
in the parsing process. That is, a particular root node (e.g., PP) often fi nds more 
than one matching foot node (i.e., PP) with which it can form a unifi cation link 
(for examples, see Hagoort 2003).

Ultimately, this results in one phrasal confi guration. This requires that 
among the alternative binding candidates, only one remains active. The re-
quired state of equilibrium is reached through a process of lateral inhibition 
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between two or more alternative unifi cation links. In general, due to gradual 
decay of activation, more recent foot nodes will have a higher level of activa-
tion than ones which entered the unifi cation space earlier. In addition, strength 
levels of the unifi cation links can vary as a function of plausibility (semantic) 
effects. For instance, if instrumental modifi ers under S-nodes have a slightly 
higher default activation than instrumental modifi ers under an NP-node, lateral 
inhibition can result in overriding a recency effect.

The Unifi cation Model accounts for sentence complexity effects known from 
behavioral measures, such as reading times. In general, sentences are harder to 
analyze syntactically when more potential unifi cation links of similar strength 
enter into competition with each other. Sentences are easy when the number 
of U-links is small and of unequal strength. In addition, the model accounts 
for a number of other experimental fi ndings in psycholinguistic research on 
sentence processing, including syntactic ambiguity (attachment preferences; 
frequency differences between attachment alternatives) and lexical ambiguity 
effects. Moreover, it accounts for breakdown patterns in agrammatic sentence 
analysis (for details, see Vosse and Kempen 2000).

The advantage of the Unifi cation Model is that (a) it is computationally 
explicit, (b) it accounts for a large series of empirical fi ndings in the parsing 
literature and in the neuropsychological literature on aphasia, and (c) it be-
longs to the class of lexicalist parsing models that have found increasing sup-
port in recent years (Bresnan 2001; Jackendoff 2002; Joshi and Schabes 1997; 
MacDonald et al. 1994).

Further support for a distinction between a memory component (i.e., the 
mental lexicon) and a unifi cation component in syntactic processing comes 
from neuroimaging studies on  syntactic processing. In a meta-analysis of 28 
neuroimaging studies, Indefrey (2004) found two areas that were critical for 
syntactic processing, independent of the input modality (visual in reading, au-
ditory in speech). These two supramodal areas for syntactic processing were 
the  left posterior STG and the left prefrontal cortex. The left posterior tempo-
ral cortex is known to be involved in lexical processing (Indefrey and Cutler 
2004). In connection with the Unifi cation Model, this part of the brain might 
be important for the retrieval of the syntactic frames that are stored in the 
lexicon. The unifi cation space, where individual frames are connected into a 
phrasal confi guration for the whole utterance, might recruit the contribution 
of  Broca’s complex (LIFC). Empirical support for this distribution of labor 
between LIFC and temporal cortex was recently found in a study by Snijders 
et al. (2008). They did an fMRI study in which participants read sentences 
and word sequences containing word category (noun–verb) ambiguous words 
at critical positions. Regions contributing to the syntactic unifi cation process 
should show enhanced activation for sentences compared with words, and only 
within sentences display a larger signal for ambiguous than unambiguous con-
ditions. The posterior LIFG showed exactly this predicted pattern, confi rming 
the hypothesis that LIFG contributes to syntactic unifi cation. The left posterior 
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middle temporal gyrus was activated more for ambiguous than unambiguous 
conditions, as predicted for regions subserving the retrieval of lexical-syntactic 
information from memory.

A Unifi cation Model Account of Syntactic ERP Effects

Since the discovery of the N400 effect in the beginning of the 1980s (Kutas 
and Hillyard 1980), a whole series of language-relevant  ERPs have been ob-
served. ERPs refl ect the sum of simultaneous postsynaptic activity of a large 
population of mostly pyramidal neurons recorded at the scalp as small voltage 
fl uctuations in the EEG, time locked to sensory, motor or cognitive processes. 
In a particular patch of cortex, excitatory input to the apical dendrites of pyra-
midal neurons will result in a net negativity in the region of the apical dendrite 
and a positivity in the area of the cell body. This creates a tiny dipole for each 
pyramidal neuron, which will summate with other dipoles provided that there 
is simultaneous input to the apical dendrites of many neurons, and a similar 
orientation of these cells. The cortical pyramidal neurons are all aligned per-
pendicular to the surface of the cortex, and thus share their orientation. The 
summation of the many individual dipoles in a patch of cortex is equivalent 
to a single dipole calculated by averaging the orientations of the individual 
dipoles (Luck 2005). This equivalent current dipole is the neuronal genera-
tor (or source) of the ERP recorded at the scalp. In many cases, a particular 
ERP component has more than one generator and contains the contribution of 
multiple sources. Mainly due to the high resistance of the skull, ERPs tend to 
spread, blurring the voltage distribution at the scalp. An ERP generated locally 
in one part of the brain will therefore not only be recorded at a nearby part, but 
also at quite distant parts of the scalp.

In connection to  syntactic processing, two classes of syntax-related ERP ef-
fects have been consistently reported for over a period of more than ten years. 
One type of ERP effect related to syntactic processing is the  P600 (Hagoort 
et al. 1993; Osterhout and Holcomb 1992). The P600 is reported in relation 
to syntactic violations, syntactic ambiguities, and  syntactic complexity. This 
effect occurs in a latency range between roughly 500–800 ms following a lexi-
cal item that embodies a violation or a difference in complexity. However, the 
latency can vary, and earlier P600 effects have also been observed (Hagoort 
2003; Mecklinger et al. 1995). Another syntax-related ERP is a  left anterior 
negativity (referred to as LAN or, if earlier in latency than 300–500 ms, as 
 ELAN; Friederici et al. 1996). In contrast to the P600, the (E)LAN has thus far 
(almost) exclusively been observed to syntactic violations. LAN is usually ob-
served within a latency range of 300–500 ms. ELAN is earlier and has an onset 
between 100 and 150 ms. The topographic distribution of ELAN and LAN is 
very similar. The most parsimonious explanation is, therefore, that the same 
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neuronal generators are responsible for LAN and ELAN, but the temporal pro-
fi le of their recruitment varies.

How does the Unifi cation Model account for these effects? In the Unifi cation 
Model,  binding ( unifi cation) is prevented in two cases: (a) when the root node 
of a syntactic building block (e.g., NP) does not fi nd another syntactic building 
block with an identical foot node (i.e. NP) to bind to; (b) when the agreement 
check fi nds a serious mismatch in the grammatical feature specifi cations of the 
root and foot nodes. The claim is that (E)LAN results from a failure to bind, 
as a consequence of a negative outcome of the agreement check or a failure 
to fi nd a matching category node. For instance, the sentence The woman sees 
the man because with the binoculars does not result in a completed parse, 
since the syntactic frame associated with because does not fi nd unoccupied 
(embedded) S-root nodes with which it can bind. As a result, unifi cation fails. 
However, this does not necessarily mean that no interpretation of the gram-
matically ill-formed input will result. There is good evidence that semantic 
unifi cation and syntactic unifi cation both occur in parallel and, to some degree, 
independently. Moreover, ERP recordings in aphasic patients have shown that 
agrammatic aphasics can reduce the consequences of their syntactic defi cit by 
exploiting a semantic route in online utterance interpretation (Hagoort et al. 
2003). They thus provide evidence for the compensation of a syntactic defi -
cit by a stronger reliance on another route in mapping sound onto meaning 
(multiple-route plasticity).

In the context of the Unifi cation Model, the  P600 is related to the time it 
takes to establish unifi cation links of suffi cient strength. The time it takes to 
build up the unifi cation links until the required strength is reached is affected 
by ongoing competition between alternative unifi cation options (syntactic 
ambiguity), by syntactic complexity, and by semantic infl uences. The ampli-
tude of the P600 is modulated by the amount of competition. Competition is 
reduced when the number of alternative binding options is smaller, or when 
lexical, semantic, or discourse context biases the strengths of the unifi cation 
links in a particular direction, thereby shortening the duration of the compe-
tition. Violations result in a P600 as long as unifi cation attempts are made. 
For instance, a mismatch in gender or agreement features might still result in 
weaker binding in the absence of alternative options. However, in such cases 
the strength and buildup of U-links will be affected by the partial mismatch 
in syntactic feature specifi cation. Compared to less complex or syntactically 
unambiguous sentences, it takes longer in more complex and syntactically am-
biguous sentences to build up U-links of suffi cient strength. Thus, complex, 
syntactically ambiguous sentences result in a P600, as compared to less com-
plex, syntactically unambiguous sentences.

This account is not without problems, in terms of the available data. For 
instance, a  word category violation often triggers both (E)LAN and P600. The 
current version of the model does not specify a mechanistic account of simul-
taneous unifi cation failure and ongoing U-link attempts. Thus, empirical data 
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provide input for adaptations and improved versions of the model. However, 
this does not invalidate the conclusion that what we need is models beyond 
verbal description, with a suffi cient level of computational explicitness to be 
able to characterize the immense body of empirical data on the electrophysiol-
ogy of language.

The Immediacy Principle

The  immediacy principle states that language  comprehension beyond the sin-
gle word level happens incrementally, in close temporal contiguity with infor-
mation provided by the input signal. There is no principled priority for certain 
information types. This is not to deny that as a default there is a certain order in 
the fl ow of information. For instance, in hearing a word, its phonological infor-
mation will be retrieved before its semantics; in speaking, the reverse relation 
holds. However, in the process of composing an interpretation from the lexical 
building blocks that make up a multi-word utterance, syntactic, semantic, and 
extra-linguistic information conspire and constrain the interpretation space in 
parallel. This view stands in contrast to a class of processing models that claim 
a priority for syntactic information (Frazier 1987a). The strong version of these 
serial syntax-fi rst models of sentence processing assumes that the computation 
of an initial syntactic structure precedes semantic unifi cation operations, be-
cause structural information is necessary as input for thematic role assignment. 
In other words, if no syntactic structure can be built up, semantic unifi cation 
will not be possible. Recent electrophysiological evidence has been taken as 
evidence for this syntax-fi rst principle (Friederici 2002). Alternative models 
(Marslen-Wilson and Tyler 1980; MacDonald et al. 1994) claim that semantic 
and syntactic information are processed in parallel and immediately used once 
becoming available.

Relevant empirical evidence for a syntactic head start in sentence compre-
hension is provided in a series of studies in which Friederici and colleagues 
found an ELAN to auditorily presented words, whose prefi x is indicative of 
a word category violation. For instance, Hahne and Jescheniak (2001) and 
Friederici et al. (1993) had their subjects listen to such sentences as:

(3) (a) Die Birne wurde im gepfl ückt.
  “The pear was being in-the plucked.”
 (b) Der Freund wurde im besucht.
  “The friend was being in-the visited.”

where the prefi xes ge- and be- in combination with the preceding auxiliary 
wurde indicate a past participle and where the preposition im requires a noun. 
In this case a very early (between 100 and 300 ms)  LAN is observed that pre-
cedes the  N400 effect.
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Although this evidence is compatible with a syntax-fi rst model, it is not nec-
essarily incompatible with a parallel, interactive model of sentence processing. 
As long as word category information can be derived earlier from the acoustic 
input than semantic information, as was the case in the above-mentioned stud-
ies, the immediacy principle predicts that it will be used as it comes in. The 
syntax-fi rst model, however, predicts that even in cases where word category 
information comes in later than semantic information, this syntactic informa-
tion will nevertheless be used earlier than semantic information in sentence 
processing. Van den Brink and Hagoort (2004) designed a strong test of the 
syntax-fi rst model, in which semantic information precedes word category in-
formation. In many languages, information about the word category is often 
encapsulated in the suffi x rather than the prefi x of a word. In contrast to paral-
lel models, a syntax-fi rst model would, in such a case, predict that semantic 
processing (more in particular, semantic binding) is postponed until after the 
information about the word category has become available.

Van den Brink and Hagoort (2004) compared correct Dutch sentences (4a) 
with their anomalous counterparts (4b) in which the critical word (italicized in 
4a/b) was both a semantic violation in the context and had the incorrect word 
category. However, in this case word category information was encoded in the 
suffi x “-de.”

(4) (a) Het vrouwtje veegde de vloer met een oude bezem gemaakt van twijgen.
  “The woman wiped the fl oor with an old broom made of twigs.”
 (b)  *Het vrouwtje veegde de vloer met een oude kliederde gemaakt van twijgen.
  “The woman wiped the fl oor with an old messed made of twigs.”

Figure 13.4 shows the waveform of the spoken verb form kliederde (messed). 
This verb form has a duration of approximately 450 ms. The stem already con-
tains part of the semantic information. However, the onset of the suffi x -de is 
at about 300 ms into the word. Only at this point will it be clear that the word 
category is a verb and not a noun as required by the context. We defi ne this 
moment of deviation from the correct word category as the category violation 
point (CVP), because only at this time is information provided such that it can 
be recognized as a verb, which is the incorrect word category in the syntactic 

klie- der- de

Figure 13.4 A waveform of an acoustic token of the Dutch verb form kliederde
(messed). The suffi x -de indicates past tense. The total duration of the acoustic token 
is approximately 450 ms. The onset of the suffi x -de is at approximately 300 ms. Only 
after 300 ms of signal, can the acoustic token be classifi ed as a verb. Thus, for a context 
that does not allow a verb in that position, the category violation point is at 300 ms into 
the verb (see text).
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context. Although in this case semantic information can be extracted from the 
spoken signal before word category information, the syntax-fi rst model pre-
dicts that this semantic information cannot be used for semantic unifi cation 
until after the assignment of word category.

Figure 13.5 shows the averaged waveforms that are time-locked to the CVP 
for two frontal sites where usually the ELAN is observed, and two posterior 
sites that are representative of N400 effects. As can be seen, the N400 effect 
clearly precedes the ELAN in time. Whereas the ELAN started at approxi-
mately 100 ms after the CVP, the N400 effect was already signifi cant before 
the CVP. This fi nding provides clear evidence that semantic  binding/unifi -
cation (as refl ected in the N400) can start before word category information 
is provided. This is strong support for the immediacy principle: information 
available in the signal is immediately used for further processing. In contrast 
to what a strong version of the syntax-fi rst model predicts, semantic binding/
unifi cation does not need to wait until an initial structure is built on the basis of 
word category information.

A
ongruent

n ongruent

�

ime ms

–

+

Figure 13.5 Connected speech. Grand average ERPs from two frontal electrode sites 
(F7, F8) and three posterior electrode sites (Pz, P3, P4) to critical words that were 
semantically and syntactically congruent with the sentence context (congruent: solid 
line), or semantically and syntactically incongruent (incongruent: alternating dashed/
dotted line). Grand average waveforms were computed after time locking on a trial-by-
trial basis to the moment of word category violation (CVP:  category violation point). 
The baseline was determined by averaging in the 180–330 ms interval, corresponding 
to a 150 ms interval preceding the CVP in the incongruent condition. The time axis is in 
milliseconds, negativity is up. The ELAN is visible over the two frontal sites: the N400 
and the P600 over the three posterior sites. The onset of the ELAN is at 100 ms after 
the CVP; the onset of the N400 effect precedes the CVP by approximately 10 ms (Van 
den Brink and Hagoort 2004).
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Predictive Processing

One  of the most remarkable characteristics of speaking and listening is the 
speed at which it occurs. Speakers easily produce 3–4 words per second; in-
formation that has to be decoded by the listener within roughly the same time 
frame. Considering that the acoustic duration of many words is on the order of a 
few hundred milliseconds, the immediacy of the  ERP effects (discussed above) 
is remarkable. The ELAN has an onset on the order 100–150 ms, the onset of 
the N400 and the LAN is approximately at 250 ms, and the P600 usually starts 
at about 500 ms. Thus, the majority of these effects happen well before the end 
of a spoken word. Classifying visual input (e.g., a picture) as coming from an 
animate or inanimate entity takes the brain approximately 150 ms (Thorpe et 
al. 1996). Roughly the same amount of time is needed to classify orthographic 
input as a letter (Grainger et al. 2008). If we take this as our reference time, 
the earliness of an ELAN to a spoken word is remarkable, to say the least. In 
physiological terms, it might be just too fast for long-range recurrent feedback 
to have its effect on parts of primary and secondary auditory cortex involved 
in fi rst-pass acoustic and phonological analysis. Recent modeling work on the 
mismatch negativity suggests that early ERP effects are best explained by a 
model with forward connections only. Backward connections become essential 
only after 220 ms (Garrido et al. 2007). The effects of backward connections 
are, therefore, not manifest in the latency range of at least the  ELAN, since not 
enough time has passed for return activity from higher levels. In addition,  LAN 
and  N400 are following the word recognition points closely in time in the case 
of speech. This suggests that what transpires in online language comprehension 
is presumably based, to a substantial degree, on predictive processing. Under 
most circumstances, there is just not enough time for top-down feedback to 
exert control over a preceding bottom-up analysis. Very likely, lexical, seman-
tic, and syntactic cues conspire to predict characteristics of the next upcoming 
word, including its syntactic and semantic makeup. A mismatch between con-
textual prediction and the output of bottom-up analysis results in an immediate 
brain response recruiting additional processing resources for the sake of sal-
vaging the online interpretation process. As presented above, the Unifi cation 
Model for parsing has prediction built into its architecture. Syntactic frames 
activated on the basis of an activated word form specify the local syntactic 
environment options and carry as such a prediction about the syntactic sta-
tus of the next upcoming word; see Example (1). Recent ERP studies have 
provided evidence that context can indeed result in predictions about a next 
word’s syntactic features (e.g., gender; Van Berkum et al. 2005) and word form 
(DeLong et al. 2005). Lau et al. (2006) have shown that the (E)LAN elicited by 
a  word category violation was modulated by the strength of the expectation for 
a particular word category in the relevant syntactic slot. The role of structural 
predictions has, thus, found support on the basis of recent empirical fi ndings. 
One possible source for these predictions is the language production system. 
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It might well be that the interconnectedness of the cognitive and neural archi-
tectures for language comprehension and production (Hagoort et al. 1999b) 
enables the production system to generate internal predictions while in the 
business of comprehending linguistic input. This “prediction-is-production” 
account has, however, not yet been tested empirically. 

Afterthoughts on the Neurobiology of Syntax

Next to speed of language processing, another decisive characteristic of human 
language is its diversity. Decades of cross-linguistic work by typologists and 
descriptive linguists have shown “just how few and unprofound the universal 
characteristics of language are, once we honestly confront the diversity of-
fered to us by the world’s 6–8000 languages” (Evans and Levinson 2009). 
Languages vary substantially in sound, lexical meaning, and syntactic organi-
zation. Nevertheless, children acquire language faster, almost universally, and 
seemingly more automatically than, for instance, musical skills. This indicates 
that evolution has provided humans with a brain that is characterized by a cer-
tain language-readiness. This might have happened by optimizing the neural 
infrastructure for the ensemble of cognitive systems (e.g., systems for memory, 
 unifi cation, executive control) that collectively provided language-readiness to 
the brain, instead of forming a universal neural machinery dedicated to syntax. 
According to the former view, there might also be overlap and common re-
cruitment of certain brain regions in the service of different cognitive functions 
with similar requirements. For instance, domain-specifi c memories for syntax, 
music, and action schemata might all recruit the domain-general unifi cation 
capacities of Broca’s complex to produce or decode the combinatorial aspects 
of language, music, and action (Patel 2003). In support of this account, a re-
cent study with Broca’s aphasics characterized by a syntactic defi cit showed 
that these same patients also were impaired in processing musical syntactic 
(harmonic) relations in chord sequences (Patel et al. 2008). How we continue 
to interrogate the brain will, to a large extent, depend on the perspective taken 
on this issue.
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Abstract

This chapter summarizes the extensive discussions that took place during the Forum 
as well as in the subsequent months thereafter. It assesses current understanding of the 
neuronal mechanisms that underlie syntactic structure and processing…. It is posited 
that to understand the neurobiology of syntax, it might be worthwhile to shift the bal-
ance from comprehension to syntactic encoding in language production

The Main Questions

The focal question posed to our group can be answered on many descriptive 
levels. At the finest-grained level are processes that store and activate syn-
tactic representations in neuronal networks. Here, relevant variables are the 
frequency of spikes, the temporal structure of spike sequences, changes in sen-
sitivity and number of synapses, and modifications of excitability. To date, 
however, little is known about the physiological basis for syntactic processing 
at this cellular level. In our discussions we therefore concentrated on relating 
syntactic representations and processes to larger-scale neural features, such as 
event-related potentials (ERPs) and areas of the brain determined anatomically 
or functionally.

It is important to realize why issues related to the “localization”of cognitive 
skills in the brain, including the processing of language, are hotly debated. 
These issues have a long history in neuroscience, and the answers given were 
always dependent on the original assumptions, the methodology, and methods 
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of the investigations. Nowadays it cannot be denied that the textbook notion 
of “ Broca’s area for syntax and Wernicke’s area for semantics” is outdated. 
Localization of components of language, including syntax, shows variation 
both across and within individuals; the latter indicates that the problem has 
a strong ontogenetic component as well. The enormous plasticity of the de-
veloping human brain (as shown by recovered language after lesions early in 
life) demonstrates that the crucial involvement of Broca’s area in syntactical 
processing in most people cannot be a genetically hardwired, rigid condition. 
It seems more correct to say that some areas of the normally developing hu-
man brain are more prone (in a quantitative sense) to host and process differ-
ent components of language than others. This “hospitality” may be due to the 
particular features of the local microanatomy/physiology or connectivity to 
other areas, or both. Data support both alternatives. Ultimately, what we need 
is a detailed neuronal model of how syntactic operations can be implemented 
as well as how such neuronal structures could have been rigged by genetic 
influence. Apes do not talk and acquire syntax; by comparison, humans with 
even low IQs are linguistic geniuses. We need to gain an understanding of the 
neurobiological and correlated genetic changes in evolution; we are slowly 
but surely approaching this target. This chapter reports on the current level 
of understanding. 

Syntactic Structure and Processing

In its essence, syntax is a means by which elements are arbitrarily combined; 
in the case of language, the elements are semantically interpreted symbols. The
syntax of natural languages has a number of properties that have guided the 
study of its evolution and neurological basis. Several pertain to the nature of 
the meanings that it encodes; others to the forms of syntactic representations.

Three important features of semantic meanings encoded by syntactic relations 
are:

Meaningful symbols that are combined syntactically are both referen-1.
tial (reflected in, e.g., content words) and logical/formal (refl ected in,
e.g., function words and affi xes).
Meanings conveyed by combinations of these symbolic elements, col-2.
lectively referred to as propositional and discourse-level meanings, 
constitute a restricted set of semantic values and include the relation 
between items and their properties (modification and quantifi cation), 
the participant structure of events (thematic roles), temporal and as-
pectual features of events, illocutionary force, discourse prominence, 
as well as others.
Propositional meanings can be combined with the referential meanings 3.
of individual items, as in the modification of referential elements by 



 The Brain Mechanisms Underlying Syntactic Operations 301

propositions using relative clauses (e.g., The boy who is wearing the 
blue shirt is my brother). Propositions can also be combined with other 
propositions, as in complementation (e.g., John believes that carrots
are a good source of vitamins). Meanings are therefore compositional, 
productive, and recursive.

The syntactic relations between constituents that determine aspects of propo-
sitional and discourse meaning have been the subject matter of intense inquiry 
on the part of linguists since the seminal work of Noam Chomsky in the 1950s. 
Models of these relations differ widely. The latest version of Chomsky’s the-
ory, for instance, maintains that binary branching nodes create hierarchical 
structures in which nodes “ merge” “ externally” to create local phrase markers 
that assign certain semantic values. This aspect of the syntax is the basis for the 
compositional, productive, and recursive features mentioned above. Second, in 
this model, constituents “merge” “internally” to create complex phrase mark-
ers, subject to language-specific and language-universal constraints (Chomsky 
1995, 2004, 2006). Semantic relations between constituents are determined 
and constrained by particular asymmetrical dominance relations between 
nodes in these phrase markers (“c-command”). Other linguists view syntax 
differently. Goldberg (1995, 2006) and Croft (2001), for example, argue that 
the syntactic structure of a sentence is a direct reflection of its surface form, 
and that propositional meanings are determined by the “constructions” of the 
syntax (see Tallerman et al., this volume).

Regardless of how the syntactic structures that determine propositional 
and discourse meanings are represented, they must capture the fact that form-
meaning relations are complex. Take, for example, two of the central features 
of syntax: hierarchical structures and distant dependencies. These features can 
be distinguished from each other. One can easily compose sentences with dis-
tant dependencies, where the distance between the connected words is made 
wider by inserting adverbs. Thus, in empirical studies, it is very important to 
ensure that it is indeed complexity per se (hierarchical structure including dis-
tant dependencies vs. linear structure including local dependencies only) and 
not merely greater distance between constituents that makes the understanding 
of one sentence more difficult than another. If the distance between constitu-
ents is too large (e.g., in the case of a very long sentence), it may be diffi cult 
to judge whether the sentence is grammatically correct, even if the structure is 
simple. It is therefore crucial to disentangle empirically the factors of syntactic 
complexity and working memory through a design that varies these two factors 
independently whenever possible (Makuuchi et al. 2009); see Figure 14.1 for 
examples.

For processing long-distance dependencies, a system is needed that car-
ries information over time. In the human brain, the prefrontal cortex may be 
suitable to this task because of its involvement in working memory. Its ability 
to support short-term functions is known from neuropsychological studies in 
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human subjects and animal experiments. Understanding the neural mechanism 
for processing hierarchical structures in sentences is, however, a much harder 
problem and, recent pioneering studies in this fi eld notwithstanding, there are 
only speculative ideas about its implementation in the brain. A step toward 
understanding this issue are findings from brain imaging studies, which sug-
gest that the effects of long-distance dependencies and those of hierarchical 
structures are processed in separable, but closely interacting areas in the in-
ferior frontal gyrus (IFG; see Figure 14.2) (Makuuchi et al. 2009; Santi and 
Grodzinsky 2007b). 

The example above demonstrates potential interactions between linguists, 
psychologists, and cognitive neuroscientists. In general, linguists and psycholo-
gists can provide theories that constrain the hypothesis space regarding syntactic 
structures and their processing, presenting testable predictions; neuroscientists 
can provide empirical evidence that constrains the theory space. Experimental 
evidence could help linguists decide between competing models of structure 
and processing. Neuroscientists, in turn, need from linguistics a certain level 
of generalization across the different versions of linguistic theoretical models. 
This would help define aspects of complexity and structure for translation into 
experimental manipulations aimed at identifying biological consequences.

[Maria, [die weinte], Johann geküsst hatte] und zwar gestern abend]

Peter wusste, dass…
Peter knew that…

Condition A

Condition B

Condition C

Condition D

hierarchy & long distance (8 words)

linear & long distance (8 words)

linear & short distance (8 words)

hierarchy & short distance (4 words)

[Maria, [die Hans, [der gut aussah], liebte], Johann geküsst hatte]
1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6 7 8 9 10

[Achim den großen Mann gestern am späten Abend gesehen hatte.]

[Achim den großen Mann gesehen hatte und zwar am Abend]

Maria who loved Hans who was good looking kissed Johann.

Maria who cried kissed Johann and that was yesterday night.

Achim saw the tall man yesterday late at night.

Achim saw the tall man at night and that was late.

Figure 14.1 Example sentences for the four possible combinations of linear/hierar-
chical structure and short-/long-distance dependencies.
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To illustrate such an interdisciplinary interaction, consider the syntactic 
phenomenon that many linguistic theories specify as the movement or dis-
placement property in many natural languages; that is, elements are often pro-
nounced in positions distinct from those in which they are interpreted. For 
example, in a question like

(1) Which book do you think I should read?

the phrase which book must be interpreted as a thematic argument of the verb 
read. It, however, is not in the canonical object position adjacent to the verb 
as in I should read this book. Instead, it has been displaced to the front of the 
sentence and, in fact, can be indefinitely far away from its thematic position. 
Thus, the grammar and the parser must be able to relate two positions which 
can be quite distant in the tree structure. One may think that this operation 
has a certain computational cost which brain imaging studies may be able to 
highlight, in terms of accrued activation of the neural structures which are 
involved. As movement can be seen as a sub-case of Merge, the fundamental 
recursive structure-building mechanism, it can be applied several times in a 
structure. One might entertain the working hypothesis that the number of ap-
plications of movement provides a rough measure of complexity (Jakubowicz, 
unpublished). This would be difficult, however, to substantiate, because it is 
likely that different types of movement have different computational costs; 
for instance, the computational cost of some very local movements (e.g., head 
movement of the verb to the inflectional system or to the complementizer in 
verb second language) may be negligible if compared to the cost of long-dis-
tance phrasal movements. We can avoid these complications, if we restrict our 
attention to phrasal movements.

An important property of long-distance movement is that, in theory, it typi-
cally takes place through a number of successive local steps in compliance with 

Primary auditory cortex

Superior temporal gyrus

Inferior frontal gyrus

Figure 14.2 Left sagittal view of the human brain. The shaded areas indicate the main 
language-relevant perisylvian regions in the left hemisphere (LH). Broca’s area proper 
(Broca 1863) comprises Brodmann area (BA) 44 and BA 45 of the IFG (Amunts et al. 
1999). Further frontal areas (light gray), also involved in some language processes, are 
BA 47 of the IFG and the precentral gyrus (BA 6), and it has been suggested to label all 
four areas together as Broca’s area extended (Hagoort 2005). The shaded region around 
22 and 42 depicts the superior temporal cortex with the primary auditory cortex (dark 
gray) in its mid-portion.
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the requirements of locality principles. There is strong and varied linguistic ev-
idence suggesting that the movement of our sample sentence in (1) takes place 
in at least two steps: (a) from the thematic argument position to the embedded 
complementizer system, and (b) from the embedded to the main complemen-
tizer system. In (2), the blanks indicate the two “traces” of movement:

(2) Which book do you think [ ___ that [I should read ___ ]]

To test this hypothesis empirically, it would be interesting to compare this 
movement in terms of computational cost with the case in which two distinct 
constituents have moved once. A possible approximation of this in English 
may be a simple clause in which one verbal complement is passivized and the 
other is moved:

(3) To whom was the book given ___ ___ by John?

Another possibility might be to investigate this phenomenon in languages with 
scrambling (Germanic) or cliticization (Romance) structures in which two ver-
bal complements are allowed to take free-word order to a certain degree, or 
where pronouns are moved to a higher position in the tree structure of the sen-
tence. Testing scrambling in German subjects, Friederici et al. (2006a) found 
Broca’s area to increase its activation parametrically as a function of object–
noun phrases moved (scrambled) in front of the subject–noun phrase.

Movement is only a one-level complexity problem. If the sheer number of 
movements provides a rough measure of complexity, one would expect, if the 
hypothesis is correct, that two successive movements of the same element, as 
in (2), would roughly correspond to two local movements of two distinct con-
stituents that have each moved once, as in (3). Finding similar neural effects
of (2) and (3) relative to an appropriate control would support the view that 
movement occurs through a series of local steps, and demonstrates an impor-
tant case where linguists and neuroscientists could benefit from each others’
point of view.

Neural Organization for Processing Syntax in 
the First Spoken Languages of Adults

Neural Codes for Syntax

How are syntactic categories and their relationships coded in terms of physio-
logical properties of neural tissue? A leading hypothesis is that they are related 
to the frequency of neuronal firing patterns and their correlations across space 
and time. Some data, collected during neurosurgical procedures, are available 
on extracellular recordings of single neurons in response to language stimuli; 
more data exists on such responses in subdural electrode grids used in prepara-
tion for resections (Quian Quiroga et al. 2008; Mormann et al. 2008). These
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studies raise the possibility of a neural code for syntax, but further research is 
needed to determine if there is any specificity for syntactic processes on this 
elementary level.

Lateralization

Since the early studies by Paul Broca (1863), language has served as an ex-
ample of functional cortical lateralization in the human brain. The common 
notion of language lateralization to the LH does not, however, imply that the 
right hemisphere (RH) is not involved in language processing. Instead, it re-
fers generally to a stronger activation in LH than in RH and to differences
in the functions that the two hemispheres perform at each level of language 
processing. This has been studied fairly extensively with respect to auditory 
and phonological processing. One model of functional asymmetry in the audi-
tory cortex differentiates the processing on a basic feature level of auditory 
information to the two hemispheres. In this model, temporal information is 
processed primarily in the LH and spectral information primarily in the RH 
(Zatorre and Belin 2001). The role of the two hemispheres in syntactic process-
ing remains uncertain. Some studies have found bilateral activation associated 
with syntactic contrasts (e.g., Just et al. 1996; Cooke et al. 2002). Other models 
of language processing suggest a specialization of the perisylvian cortex of the 
LH for processing semantic and syntactic information (Friederici 2002), while 
the perisylvian cortex of the RH, in particular the posterior superior temporal 
gyrus (STG) and the frontal operculum, is regarded as responsible for the pro-
cessing of prosodic information (Meyer et al. 2002; Meyer et al. 2004; Zatorre 
et al. 2002; Friederici and Alter 2004).

Consonant with functional hemispheric specialization, structural hemi-
spheric asymmetries were found in language-related areas of, for example, the 
planum temporale in the perisylvian cortex (Geschwind and Levitsky 1968) 
and in the organization of intrinsic connectivity (Galuske et al. 2000). Amunts
et al. (1999) reported a left-larger-right asymmetry for BA 44. The relation 
of these specific features of brain structure to aspects of syntactic processing 
remains unknown.

Hemispheric specialization is not unique to language. Besides the speech and 
language domain, cortical laterality has been reported for a variety of senso-
rimotor functions such as handedness or visual processing and other cognitive 
functions such as memory (Gainotti 2007; Habib et al. 2003). Morphological 
asymmetries have also been observed for cortical areas not related to language 
processing, e.g., the primary motor cortex (Amunts et al. 2000). From a com-
parative perspective, the morphological asymmetry of the planum temporale 
does not seem to be exclusively human; it has been found in nonhuman pri-
mates (Gannon et al. 1998). Functional hemispheric specialization is also 
not uniquely human; it has been observed in the auditory cortex of songbirds 
(George et al. 2004). Despite the fact that we know very little about the cortical 
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organization of the brain of some other species, hemispheric organization can 
be inferred from lateral bias. Lateral bias (as opposed to cortical lateraliza-
tion), referring to afferent or efferent bias (e.g., hand or eye preference), can 
be assessed behaviorally, and has been discovered for a variety of nonhuman 
species, including chicks, rats, and primates (Denenberg 2005; Hopkins and 
Cantalupo 2008; Rogers 2008).

Given its ubiquity among species and its very early presence in develop-
ment, laterality appears to be a phylogenetically old phenomenon. It may un-
derlie homologous phenomena across species or constitute a convergent char-
acteristic that has been repeatedly favored in natural selection. However, the 
evolutionary advantage conferred by hemispheric specialization remains un-
known, and the extent to which functional and/or structural hemispheric spe-
cialization might have promoted the evolution of language and syntax remains 
an open issue.

Regional Specialization

There is a general consensus that cognitive operations engage cortical macro-
networks consisting of activated neuronal populations in various brain regions. 
To perform a certain cognitive task successfully, the involvement of a number 
of activated neuronal assemblies is required. A widespread view holds that a 
core network performs a set of operations that occur under all conditions of 
performance, and that this core network is complemented by other activated 
neuronal populations that map its products onto input and output systems, 
memory, decision making processes, etc. Different nonlinguistic systems are 
engaged as a function of varying modalities or stimulus and task conditions, 
and their involvement affects efficiency of task performance.

One goal of current research is to identify the areas of the brain responsible 
for parsing and interpretation. The areas and physiological events necessary
for a function are revealed through the effects of lesions that occur either natu-
rally or experimentally, as in transcranial magnetic stimulation: defi cits that
follow lesions imply that the lesioned aspect of the brain is necessary for the 
deficient function, while spared functions that follow lesions imply that the le-
sioned aspect of the brain is unnecessary for the function. The areas and physi-
ological events that are suffi cient for a function are revealed through the study 
of neural responses to linguistic tasks: areas or physiological events affected
by psychological operations are a subset of those sufficient for the function 
that is required for the performance of those psychological operations. The
implementation of these research approaches involves many decisions about 
methods, analyses, and interpretation of results that are subject to discussion.

The most widely accepted model of neural organization for cognitive 
processing, including syntactic processing, is localization (Friederici 2002; 
Grodzinsky 2000): the view that particular syntactic computations are pro-
cessed in circumscribed areas of the perisylvian association cortex, which are 
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defined by cytoarchitectonic or, more recently, receptotectonic criteria. These
models do not deny macroscopic variation across individuals with respect to 
the grossly defined areas of the brain that support a language operation, but 
rather attribute this variability to variability in the mapping of cytoarchitec-
tonic areas onto grossly defined brain areas, such as gyri (Amunts et al. 1999), 
and to individual differences in connectivity between areas (Anwander et al. 
2007). These models postulate localization of syntactic functions in circum-
scribed brain regions, when brain regions are correctly described at the cyto-
architectonic, receptotonic, or other cellular or subcellular level. Models of this 
sort carry the implication that the computational capacities of a brain area are 
determined by its unique informationally relevant features.

The alternative is that computational capacities are determined by the neu-
rological features that are common to a broader range of brain areas within 
a specified, but more extended brain region. If that is the case, a functional 
capacity such as language comprehension or, more narrowly, specifi c syntac-
tic processes, could be distributed over different areas within the perisylvian 
cortex more or less evenly or unevenly (e.g., Mesulam 1998), localized in a 
number of areas that have the critical cellular features but which are otherwise 
unrelated (so-called “ degeneracy”), or variably localized in different individ-
uals (Caplan et al. 2007b). Borrowing a term from Lashley (1950), Caplan 
(1994; Caplan et al. 2007b) used the term “ equipotential” to refer to an initial 
neural state in which many areas, or a large area, are capable of supporting a 
syntactic operation and the determination of which part of the potentially re-
sponsible neural system ultimately supports any given operation is determined 
by a variety of factors.

These possibilities have implications for mechanisms that underlie the 
evolution of the neural substrate for language and syntax. Since, as far as is 
currently known, all genes that are expressed in language-related cortex are 
expressed in more than one cytoarchitectonically defined area, invariant lo-
calization requires a confluence of genetic effects. On the other hand, initial 
equipotentiality and ultimate variable localization or distribution of a syntactic 
operation over a wide area of the brain is compatible with multiple patterns of 
gene expression resulting in cortex that could support a syntactic operation, 
coupled with a variety of effects of epigenetic factors, the developmental histo-
ry of an individual, and other influences (including the presence of disease) .

Though they cannot both be correct for a single parsing or interpretive oper-
ation, the localized and the distributed/variable models each have their support-
ers. Support for a localized organization of the brain comes from data that re-
port certain syntactic phenomena to be observed consistently in a specifi c brain
region, such as scrambling in BA 44 or movement in BA 45 (Ben-Shachar et al. 
2003; Santi and Grodzinsky 2007b; Friederici et al. 2006a). A particular model 
of localization can be found in Friederici’s position paper (this volume) which 
claims that two pairs of cytoarchitectonically defined areas of cortex, which 
are functionally and structurally interconnected via different white matter fi ber 
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tracts, support specific functions in syntactic computations. According to this 
hypothesis, one network consists of the deep frontal operculum in the medial 
IFG and the anterior STG and is responsible for processing local phrase struc-
tures. The processing of complex sentences with a hierarchical structure is 
supported by a second network which consists of Broca’s area (in particular 
BA 44) and the posterior STG. In Friederici’s view, activation in these brain 
areas is not specific to language processing; they are also involved in other 
cognitive processes. The specific function of these areas for language process-
ing emerges from their contributions to a broader network of perisylvian areas 
and develops during normal ontogenesis. In the case of a major disturbance, 
such as lesions of these areas early in development, plasticity of the maturat-
ing brain allows other parts of the cortex, especially homologous areas of the 
contralateral hemisphere, to take over these functions .

Evidence for other models comes from the study of aphasia as well as other 
neuroimaging results. Caplan (this volume) reviews evidence that strokes in 
either the posterior or anterior parts of the perisylvian cortex are associated 
with normal performances on tasks that require syntactic comprehension, indi-
cating that different parts of this area are not necessary for syntactic operations 
in individual cases. He presents data that the severity of deficits in various 
aspects of syntactic processing varies greatly in patients whose lesions occupy 
the same proportion of the perisylvian cortex and that the proportion of the 
perisylvian cortex that is lesioned in patients with similar degrees of impair-
ment of various aspects of syntactic processing also varies greatly. These re-
sults lead to the view that there are individual differences in the areas that are 
necessary for particular syntactic operations. Caplan et al. (2008) argue that 
BOLD signal correlates of the same or very similar syntactic contrasts often 
show multiple areas of activation within a single study and considerable varia-
tion across studies.

Hagoort (this volume) argues that a particular cognitive function, such as 
syntax, is most likely subserved by a distributed network of areas, rather than 
by a local area alone. A one-area-one-function principle is in many cases not 
an adequate account of how cognitive functions are neuronally instantiated. 
Connectivity is the major force in shaping the functional contributions of a 
particular piece of cortex.

These major disagreements result in part from differences in how the re-
search has been conducted (i.e., choice of methods) and in how the results 
have been interpreted. Many questions arise about experimental design. The
activation of brain areas during certain tasks is inferred on the basis of statisti-
cal models that usually employ a subtraction between experimental conditions 
to isolate a specific process under investigation. The resulting activation pat-
tern refers to only those activations that are stronger in one condition than in 
the other. Using this approach, activation common to both conditions is invis-
ible, which is intended according to the specific process under investigation. 
However, the choice of contrasts is critical in both aphasiology and functional 
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neuroimaging. Baseline sentences need to test all relevant operations that are 
antecedent to the parsing and interpretive operations under study. For instance, 
testing for a deficit in the ability to relate a noun phrase to a particular position 
in a sentence (i.e., to a trace) requires showing that structures with that feature 
cannot be comprehended normally, that the patient can understand thematic 
roles in sentences that do not require the operation (e.g., in active sentences), 
and that a patient can understand sentences that require relating noun phrases 
to other referentially dependent items (e.g., refl exives).

Another reason for disagreement is that most neuroimaging studies are done 
on comprehension (parsing), whereas many patient studies have focused on 
language production (syntactic encoding). The few imaging studies that have 
been done on syntactic encoding and on comparing encoding and parsing sug-
gest that in comprehension one might be able to bypass syntax, but not so in 
production. If there have been evolutionary selection pressures and precursors 
for language, they are very likely related to wiring up the brain for language 
production and the role of syntax as an intermediary between a nonlinearized 
conceptual representation and a linear string of speech sounds. To understand 
the neurobiology of syntax, it might be worthwhile to shift the balance from 
comprehension to syntactic encoding in language production.

With respect to what has yet to be done, many basic studies are needed to 
shed light on the neural organization for syntactic processing. On the psycho-
logical side, it is becoming apparent that, in both aphasiology and functional 
neuroimaging, parametric variation of a factor that affects an operation or rep-
etition suppression paradigms are designs that have much promise, but they are 
only beginning to be used. Qualitative contrasts, which are more commonly 
used, are hard to interpret. In both aphasiology and functional neuroimaging, 
the study of the effects of a syntactic contrast in more than one task is critical, 
but very few studies examine task effects on syntactic determinants of aphasic 
performance or neural activity in normal subjects.

In addition to these issues, there are several sources of individual variability 
in functional neuroimaging studies other than distribution, duplication, or indi-
vidual differences of the areas that support syntactic processing. These sources 
of differences across studies include variance in the statistical methods used, 
normalization algorithms, the effects of the tasks used upon syntactic process-
ing, differences in task performance when participants process different sen-
tence types, differential use of ancillary (sometimes strategic) cognitive mecha-
nisms such as subvocal rehearsal in different sentence types, and others. There
are differences in parsing and interpretive processes as a function of language, 
which raises the possibility that different patterns seen in different languages 
might reflect invariant localization of different syntactic and/or parsing opera-
tions. Thus, understanding the reasons for variable results in different studies 
requires detailed examination of methods, and progress can be expected as 
this examination reveals limitations of existing methods, leading to better and 
more detailed experiments. Other analyses of existing data may also be useful, 
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such as conjunction analyses of the effects of particular contrasts over tasks, 
languages and participant groups, meta-analysis of existing studies.

The extent of individual variability in the neural organization for syntactic 
processing remains an open, basic question. It is worth noting that variability 
is very common at every level of biology. Phenotypic variation results from 
genetic, environmental, and developmental variation. Thus, even in genetically 
identical individuals who grow up in the same environment, some phenotypic 
variation can be found due to subtle differences in the factors that affect the in-
dividuals during development. Thus, the reasons for the various results found 
in different studies constitute an important area for future study.

Differences between Languages

Friederici proposed that, in general, the same brain areas may be recruited for 
different tasks depending on the functional significance of different linguistic 
markers. One crucial example is thematic role assignment, which seems to be 
done by the LH, but the cues used for this computation might differ greatly 
across languages. Investigating different cues across languages, Bornkessel 
and Schlesewsky (2006) argued that Broca’s area supports thematic role as-
signment independent of the particular cue ( word order, case marking, or ani-
macy). They suggest that this region is responsible for mapping the linear se-
quence of cues regarding the position of a noun on a thematic hierarchy onto 
the thematic role assigned to each noun.

The idea that areas of the LH become responsible for the efficient use of 
whatever cue is most reliable or available in a language is supported by de-
velopmental studies. Studies by Slobin and Bever (1982), MacWhinney et al. 
(1985), and Pléh (1989, 1990) reveal interesting and intricate differences be-
tween languages in the use of different structural cues in agent assignment, 
such as case marking or word order. Interesting temporal developmental differ-
ences follow: In Turkish, due to its clear case marking (the accusative is coded 
by vowels), children become proficient in agent assignment (“who-did-what-
to-whom”) by 2 years of age. Hungarian children also use case marking, but 
it is less transparent in this language; thus, children are tuned to the use of ex-
clusive case marking around 3½ years of age, whereas English-speaking chil-
dren stabilize the order-based strategy around the age of 5. In Serbo-Croatian, 
where there is an interaction between animacy and case marking, children use 
a combined word-order and case-marking strategy to assign thematic roles.

In English, Bever (1971) showed that the increase of effective LH domi-
nance in language processes correlates with increasing use of the “fi rst noun
is the agent” strategy in sentence interpretation. In Hungarian, Pléh (1982) 
showed that children of the same age (4–6 years) displayed the opposite ten-
dency; namely that with the increase of LH lateralization, a decrease was ob-
served in the use of order-based strategies. It seems to be that the LH is tuned 
to the most valid cues of the given language. Therefore, the same brain areas 
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recruited to support order-based strategies in English support morphology-
based strategies in Hungarian.

Another much studied example is the domain of prosody. Suprasegmental 
intonational patterns are mainly represented and computed by the RH (Meyer 
et al. 2002) whereas in tonal languages, where (Gandour et al. 2002; Gandour 
and Dardarananda 1983) prosodic cues (i.e., tones) have lexical consequences, 
these are computed and represented by the LH.

Clearly, there is a need to do systematic cross-linguistic comparisons using 
identical methods, both behaviorally and in regard to neuroscience data gath-
ering, to reveal the exact nature of neural network activation in typologically 
different languages.

Other Brain Features: Receptor Structure

Theories of regional specialization raise many issues that must be considered 
from both a psychological and neural perspective. The most fundamental is: 
What is the proper decomposition of function and structure? We have briefl y 
discussed what we consider to be important aspects of syntactic representa-
tions (for further discussion, see Tallerman et al., this volume). From a neural 
perspective, we need to go beyond both macroscopic landmarks and cytoarchi-
tectonic classifications, such as that of Brodmann (Figure 14.3), to identify 
brain areas that could be related to syntax.

Receptor structure is a good candidate for future research. In addition to 
the most widely distributed major neuroreceptors and neurotransmitters (gluta-
mate, GABA-benzodiazepine, monoamines, acetylcholine, endocannabinoid, 
opioid), there are several hundred known neuroreceptors as well as neurotrans-
mitter systems in the primate brain. The fine balance between these systems 
(i.e., the brain’s receptor fingerprint) is determined by genetic and epigenetic 
factors, as well as by ongoing brain activities and the brain’s interactions with 
its social or physical environment. Individual cortical areas have typical recep-
tor structures which are usually characteristic for each cytoarchitectonically 
defined area (Brodmann area; see Figure 14.4) (Zilles et al. 1991, 2002, 2004; 
Amunts et al. 1999; Amunts and Zilles 2001; Eickhoff et al. 2007a, b).

The human brain’s receptor fingerprint is changing continuously, in re-
sponse to continuous challenges, including normal or physiological challenges 
(maturation, aging, habituation, sensory processes, social interactions, diurnal 
rhythms, etc.), pathological challenges (schizophrenia, depression, epilepsy,
etc.), internal (endogenous neurotransmitter release due to, e.g., thinking or 
meditation) or external pharmacological challenges (medicines, drug abuse). 
The human brain’s receptor fingerprint has enormous individual variations and 
thus could underlie variability in regional specialization. At the same time, the 
human brain’s receptor fingerprint shows a close correlation with personal-
ity types, behavioral traits, and temperament. For instance, the level of dop-
amine shows a close correlation with extroverted or introverted behavior or 
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with novelty seeking, whereas serotonin correlates with harmony or challenge 
seeking, with proneness to transcendental experience, or depression (Gulyás 
2007; Farde et al. 1997; Zald et al. 2008).

Thus receptor profiles could contribute to stable neural systems that un-
derlie syntactic processing. An open issue is whether the involvement of the 
perisylvian cortex in syntactic processing might be based on certain prop-
erties in its receptor architecture. To date, it is unclear whether receptor 

(a)

(b)

(c)

Figure 14.3  Cytoarchitectonic classification of brain areas by Brodmann (reprinted 
with permission from Amunts et al. 1999).
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architecture is a precondition or a consequence of shared functionality between 
two brain areas.

At the same time, many crucial aspects of morphology, laminar distribution, 
and synaptic targets are very well conserved between areas and between species 
(Douglas and Martin 2004). Functional differences between brain areas might, 
therefore, be mainly due to variability of the input signals in forming function-
al specializations. Domain specificity of a particular piece of cortex might thus 
not so much be determined by heterogeneity of brain tissue, but rather by the 
way in which its functional characteristics are shaped by the input. Moreover,
findings of neuronal plasticity (e.g., the involvement of visual cortex in verbal 
memory in the congenitally blind; Amedi et al. 2003), suggest substantial plas-
ticity in structure-to-function relations (see Hagoort, this volume).

The Temporal Dimension of Syntactic Processing

Electrophysiological measures provide data of the temporal aspects of brain 
mechanisms underlying syntactic processing. The most intensely studied ERP
components, often studied using violation paradigms and by presenting sen-
tences with increased processing difficulty, are briefly described here.

Based on the time course of language-related ERP effects, one can say 
that the major syntactic and semantic processing events happen between 150 
and 800 milliseconds. In connection with syntactic processes, two classes of 
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syntax-related ERP effects have been consistently reported over a period of 
more than ten years. Examples of sentence material that would elicit the four 
ERP components are:

(4) (a) *The boy of eats ice cream ELAN, P600
(b) *The boys eats ice cream LAN, P600
(c) The boy eats socks N400

One type of ERP effect related to syntactic processing is the P600 (Hagoort et 
al. 1993; Osterhout and Holcomb 1992). P600 is reported in relation to syn-
tactic violations, syntactic ambiguities, and syntactic complexity. This effect
occurs in a latency range between roughly 500–800 ms following a lexical 
item that embodies a violation or a difference in complexity. However, the 
latency can vary, and earlier P600 effects have also been observed (Hagoort 
2003; Mecklinger et al. 1995). Another syntax-related ERP is a left anterior 
negativity, referred to as LAN or, if earlier in latency than 300–500 ms, as 
ELAN (Friederici et al. 1993). In contrast to the P600, (E)LAN has thus far 
been (almost) exclusively observed in syntactic violations. LAN is usually ob-
served within a latency range of 300–500 ms; ELAN is earlier, with an onset 
between 100–150 ms. The topographic distribution of ELAN and LAN is very 
similar. The most parsimonious explanation is, therefore, that the same neu-
ronal generators are responsible for LAN and ELAN, but the temporal profi le 
of their activation varies (for an alternative view, see Friederici, this volume). 
A negativity around 400 ms (N400) with a central topography is related to se-
mantic processes, for example, at semantic violations and corresponding lexi-
cal search processes.

ERP data provide an example of the feedback from neurological studies to 
models of language processing. One of the most remarkable characteristics 
of speaking and listening is the speed at which it occurs. Speakers easily pro-
duce 3–4 words per second; information that has to be decoded by the listener 
within roughly the same time frame. Considering that the acoustic duration of 
most words is in the order of a few hundred milliseconds, the immediacy of 
the ERP effects is a highly salient feature. The ELAN has an onset of 100–150 
ms, the onset of the N400 and the LAN is approximately at 250 ms, and the 
P600 usually starts at about 500 ms. The majority of these effects happen well 
before the end of a spoken word. Classifying visual input (e.g., a picture) as 
coming from an animate or inanimate entity takes the brain approximately 150 
ms. If we use this as our reference time, the early brain response reflected in the 
ELAN to a spoken word is remarkable, to say the least. In physiological terms, 
it might be just too fast for feedback to have an effect on parts of primary 
and secondary auditory cortex involved in first-pass acoustic and phonological 
analysis. This suggests that what happens in online language comprehension is 
substantially based on predictive processing. Under most circumstances, there 
is just not enough time for top-down feedback to exert control over a preceding 
bottom-up analysis. Very likely, lexical, semantic, and syntactic cues are used 
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to predict characteristics of the next upcoming word, including its syntactic 
and semantic makeup. A mismatch between contextual prediction and the out-
put of bottom-up analysis results in an immediate brain response activating ad-
ditional processing resources used in revising the products of the initial online 
interpretation process (see Hagoort, this volume).

Neural Organization for Processing Syntax in Children
and Individuals with Impaired Development

Apart from the individual variability in performance and, possibly, the neural 
substrate for syntactic processing that can be found in healthy, monolingual 
adults with a normal ontogenetic background, it is important to investigate how 
great the divergence can be in individuals whose language systems differ from 
that of adult monolinguals, such as children, bilinguals, and individuals who 
have experienced brain damage early in their development. Studies of these 
groups suggest that different brain areas can be recruited during ontogeny to 
support language, with similar efficiency to that seen in adult monolinguals.

Children

Early investigations of language acquisition in children by functional brain 
imaging focused mainly on language lateralization during rather broad task 
requirements, such as word generation or text comprehension (Gaillard et al. 
2001; Lee et al. 1999). Results of these early experiments showed that children 
make use of the same network of perisylvian cortical areas in the inferior frontal 
and superior temporal cortices during language processing as adults. However,
in some studies, the organization of language in the developing brain seemed 
to be less left-lateralized than in adults (Brauer and Friederici 2007, Gaillard 
et al. 2000; Holland et al. 2001; Ulualp et al. 1998); other studies did not fi nd 
any differences in language laterality between adults and children (Balsamo et 
al. 2006; Lohmann et al. 2005). The degree of lateralization appears to depend 
on age, task, and cortical area (Holland et al. 2007). Nevertheless, the develop-
ing language comprehension system shows some hemispheric specialization 
for certain aspects of language: e.g., the specialization of the RH for prosodic 
information (Meyer et al. 2003) was observed in young children (Wartenburger
et al. 2007) and infants (Homae et al. 2006).

With respect to the intra-hemispheric organization for language, children 
show less neural specification than adults (Brauer and Friederici 2007). Using 
a violation detection task with its attendant limitations, Brauer and Friederici 
(2007) found that children used the entire perisylvian network during sen-
tence comprehension, as opposed to the regional specialization for syntactic 
and semantic processes seen in adults. A specification for syntactic processes 
was observed only in Broca’s area in the IFG, where there was more activity 
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associated with syntactic processing than is seen in adults. Interestingly, this 
is the same area that is also more strongly engaged in adult second language 
learners and in adult native speakers when processing more complex sen-
tence structures. The inference is that this pronounced involvement of the IFG
most probably reflects higher processing demands (Bornkessel et al. 2005; 
Rüschemeyer et al. 2005).

With respect to the timing of syntactic and semantic processes during sen-
tence comprehension, electroencephalic (EEG) investigations in very young 
children have shown ERPs that resemble those seen in adults during syntactic 
processing (ELAN, P600) and during semantic processing (N400). These ERPs 
components are, however, slightly later and more sustained (Friedrich and 
Friederici 2004, 2005; Oberecker and Friederici 2006; Oberecker et al. 2005).

The anatomical bases for differences in intra-hemispheric organization
for syntactic processing in children and adults have begun to be explored. 
Connectivity through the subcortical white matter connections revealed by dif-
fusion tensor imaging shows differences between adults and children in fi ber 
tract integrity in exactly those perisylvian regions where the functional dif-
ferences between them are observed (i.e., IFG and STG) (Brauer et al. 2008). 
Presumably, this is based on lower myelination of these fi ber pathways in the 
immature brain (Paus et al. 1999). The main fiber tract connecting IFG and 
STG shows continuous maturation during development until adolescence 
(Giorgio et al. 2008). Other white matter connections, such as those underly-
ing the sensory and motor cortices, mature much earlier than those in temporal 
language areas, arguing for a particularly slow maturation of language-related 
pathways (Pujol et al. 2006). During maturation, increasing integrity and my-
elination of white matter fiber tracts permits faster and more accurate informa-
tion transmission between the cortical structures involved in the network of 
language comprehension. Simultaneously with changes in white matter, gray 
matter maturation progresses during childhood and adolescence.

Thus, the development of the human brain is accompanied by a general 
pattern of progressive and regressive adjustments, including cortical and sub-
cortical brain structures (Toga et al. 2006). Brain maturation is characterized 
by changes in gray matter with a reduction of cortical thickness and density 
(Giedd et al. 1999; Sowell et al. 2003). Pruning out of synapses and reduction 
of neuropil might be responsible for this (Staudt et al. 2000). Simultanuously,
white matter gain occurs due to ongoing myelination of the fiber pathways, a 
process which lasts until young adulthood (Barnea-Goraly et al. 2005; Lebel et 
al. 2008). These maturational processes are likely to be related to, if not under-
lie, functional development which, in turn, might affect structural maturation.

The study of the neural basis for syntactic processing in children is linked 
to the question of the neural basis of the capacity to learn a syntactic system 
that has features found in human languages. Clearly, only learning systems 
with particular properties, likely coupled to cognitive systems with particular 
properties, are able to acquire natural language syntax, and these learning and 
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related cognitive systems must have evolved in humans. Behavioral studies 
have made claims about these learning and cognitive systems on the basis of 
the study of syntax acquisition in children. Findings such as those presented 
above are relevant to the ontogenetic neural changes that lead to changes in the 
nature and efficiency of syntactic processing, but only provide very general 
information about the features of neural systems that have evolved in such a 
way so as to allow syntax to be acquired. A number of studies of adults learning 
syntactic systems have, however, been interpreted as providing more infor-
mation on this topic. Opitz and Friederici (2004), for example, demonstrated 
that learning a grammar is initially supported mainly by the hippocampus and 
that, as learning proceeds, the activation in the hippocampus decreases while 
activation in Broca’s area increases. Studies by Tettamanti et al. (2002) have 
been interpreted as showing that Broca’s area is responsible for the ability to 
apply principles of Universal Grammar to learning artificial languages, but this 
interpretation has been questioned (Caplan 2007b).

We do not know the minimum amount of input that is required for a child 
to be able to learn a language without being negatively affected. However, it 
seems that it is much less than is usually expected. Surprising examples in-
clude hearing children with deaf parents for whom acoustic input is confi ned 
to the media and occasional encounters with relatives and yet still develop 
good language skills. Conversely, deaf children who communicate with their 
parents using a home-style signing language can readily learn real, grammati-
cal sign language when going to school; even without proficient teachers, they 
develop grammatical signing themselves. Similarly, in groups of children who 
hear only pidgin at home, Creole languages emerge.

A well-established aspect of language development is that it is usually less 
efficient after a certain age—the “critical period.” The critical period for lan-
guage acquisition seems to differ for different components of language (Hakuta 
et al. 2003). The reasons why language cannot be perfectly acquired after this 
critical period are not well understood and may be due to several mechanisms. 
It has been shown that long-distance growth of axons is not possible after a 
certain age. Most pruning also takes place at an early age; thereafter plasticity 
may even decrease (Huttenlocher 2002). Myelination may also play a role, as 
discussed earlier.

Individuals with Impaired Development

The effects of lesions on the areas that support syntactic processing reveal 
additional aspects of neural organization for these processes. Before a cer-
tain age, focal damage to LH language regions does not necessarily lead to 
impaired linguistic capacities in the adult state (Bishop 1988; Bates 1999). 
In epileptic children, where Broca’s area has been damaged, the center of 
language production “moves” to the RH homologue of that area, and these 
children exhibit good linguistic abilities, although language development is 
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slow (Vargha-Khadem et al. 1997). These new areas in the RH are also of-
ten activated in unaffected individuals during language tasks, although their 
particular functions are not yet known. The importance of RH has also been 
emphasized by Bates et al. (1997), who examined children that suffered brain 
injury to either the LH or RH before 6 months of age. Results from 10–17 
months suggest that children with RH injuries are at greater risk for delays in 
word comprehension and in the gestures that normally precede and accompany 
language onset. The relevance of the RH during early childhood might refl ect 
the fact that early language development is based to a large extent on prosodic 
processes represented in the RH. Likewise, following early surgical interven-
tions in the LH, RH activity can be observed in linguistic tasks but not entirely 
over homologue areas. Using fMRI, Liégeois et al. (2004) showed that the age 
of lesion effects the neural basis for language: following early LH damage, the 
RH takes over linguistic functions, but if the damage occurred after the age of 
5, language remains based in the LH.

Potential Relations between Nonlinguistic Functions and Syntax

One hypothesis of how syntactic capacities evolved is that they are due to ex-
aptations: brain areas that evolved under selection pressures for other functions 
became capable of supporting syntactic processing. Several hypotheses of this 
sort have been suggested.

By modernizing the classical gestural theory of the origin of language, 
Corballis emphasizes that modern spoken language was modeled on simple 
elementary gesturing (Corballis 2002). He proposes that autonomous speech 
may have arisen only as recently as 50,000 years ago, shortly before the cul-
tural explosion. Spoken language allowed humans to use their hands for tech-
nology, which led to the development of more sophisticated cultural products. 

The discovery of mirror neurons (neurons that fire when someone performs 
a specific action as well as when they observe someone else performing the 
same action) in the ventral premotor cortex has led to theories about potential 
links between motor gestures and language. Mirror neurons provide a direct 
link between sender and receiver by which parity (what counts for the sender 
of a message also counts for the receiver) and direct comprehension becomes 
possible (Rizzolatti and Arbib 1998). Parity is seen as a key to the initiation of 
 language evolution.

Other capacities have also been suggested as evolutionary precursors of 
syntax. One is a nonlinguistic basis for representing events. When speakers 
of separate languages that differ in their predominant word order are asked to 
describe an event by using gestures without speech, they uniformly use a fi xed 
actor–patient–act order (e.g., girl–box–cover; Goldin-Meadow et al. 2008). 
This order, which is analogous to the subject–verb–object pattern found in 
many languages of the world, is also the order found in the earliest stages of 
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newly evolving ( gestural) languages. This observation suggests that when hu-
mans initially created language, they may have exploited a natural disposition 
for presenting events nonverbally.

Social and internal cognitive capacities may also be a precursor of syntactic 
abilities. They are believed to have provided adaptive pressures for further 
evolution of capacities such as anticipation and working memory because lan-
guage enriches the ability to plan for the future (Arbib 2008). The ability to 
“plan ahead” is seen in many nonlinguistic functions, such as motor planning
(e.g., as in animal foraging). An action like pushing a door, for example, is a 
function of situations where the door is closed (or open) to situations where it 
is open (or closed). A plan to push a (closed) door, and then go through it, is the 
composition of two such functions:

(5) “Push, then go through.”

Such a plan is already (weakly) hierarchical and the definition of planning 
itself is recursive, thus a plan is an elementary action, or a plan is the composi-
tion of two plans. “Plans” of nested relations might therefore have preceded 
and triggered the evolution of language.

Hierarchical computations involved in motor planning and language do not 
have to be supported by the same brain regions because the aptitude for such 
computations may not be restricted to one specific region in the brain. Hence, 
while Broca’s area (BA 44/45) is involved in hierarchically organized sentence 
processing or in the processing of artificial grammar (Friederici et al. 2006b; 
Bahlmann et al. 2008), processing hierarchical structures of nonlinguistic non-
sense shapes, seemed to involve the pre-supplementary motor area in addition 
to Broca (Bahlmann et al., submitted). It is worth noting that the majority of 
studies that investigated manipulation of sequential information documented 
the involvement of Broca’s area independently of the nature of information 
that was manipulated. Gelfand and Bookheimer (2003) showed that the pos-
terior portion of Broca’s area responded to sequence manipulation tasks, inde-
pendent of whether the stimuli were composed of phonemes or hummed notes. 
Similarly, the invention of novel motor sequences in musical improvisation 
recruits a network of brain regions that includes Broca’s area (Berkowitz and 
Ansari 2008). Ullman (2004), therefore, suggested that the rule-governed com-
bination of lexical items into complex representations evolved from a network 
of frontal, basal ganglia, parietal, and cerebellar structures, which supports the 
learning and execution of any skills that involve sequences.

Though planning abilities may be one evolutionary precursor for language, 
some aspects of language, including features of syntax, appear to have a more 
complex structure than planning in animals. An example is long-distance de-
pendency of the kind exhibited by the relative clause construction. A person 
who has the goal state of having a banana, and constructs a plan:
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(6) GRASP(GO_THROUGH(PUSH))
“Push, then go through, then grasp.”

which is applied to a banana on the other side of a door, has in some sense 
established a long-distance (three-step) dependency between the present state 
and the banana.There is some evidence, however, that animal planning does 
not have this character. Animal planning is more like reactive search through 
reachable situations (Koehler 1925), and in that sense is probably expressible 
by finite-state machines. Most likely, the intrinsically recursive character of lan-
guage has other origins. One that has been suggested is the additional distinc-
tively human involvement of propositional attitude verbs, and the nature of the 
associated specifically recursive concepts of other minds (Tomasello 1999).

Phylogenetic Development of the Human Brain and 
the Evolutionary Neural Basis for Syntax 

Language is a recent achievement, but not as recent as other cognitive capaci-
ties of the brain, such as arithmetic, reading and writing, for which there has 
been no time for selection to drive genetic evolution. In contrast to these late 
cultural innovations, language has been around much longer, making it likely 
that some genetic evolution has accompanied language evolution. If so, it is 
legitimate to ask how genes can influence our language faculty by affecting the 
brain. What is the novelty in the brain compared to that of apes that allows us 
to handle language?

Increased brain size and specialized brain areas are two commonly cited 
features of the brain that may be the basis for this capacity. However, there are 
problems with both explanations. Microcephalics suffer from several cogni-
tive deficits, but they are usually still much better at language than nonhuman 
primates (Woods 2005), arguing that increased brain size cannot be the (only) 
evolutionary change in the brain that led to language. We should also bear in 
mind that there is great variation in brain size within the general population. 
By the same token, early lesions of the LH can be compatible with the devel-
opment of good language, suggesting that the emergence of specifi c neural
areas is also not the sole basis for language evolution. Taken together, these 
facts suggest that the human brain is able to represent and process language, 
albeit with less efficiency, even when it falls outside of the normal range of 
brain size and has encountered major changes in the areas normally involved 
in language functioning. We do not know what the computational correlates 
of these differences are, but we can pose the following inferences: Synaptic 
dynamics, functional connectivity between cells and between cortical re-
gions based on fiber tract connections, propagation of spike packets can, in 
principle, all be crucially different. In particular, the immature human brain 
could have a widespread latent capacity to handle operations on hierarchical 
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structures, which is an empirically testable question. This is compatible with 
the statement that in normal brains, Broca’s area is in fact specialized for some 
syntactical operations. 

One possibility is that the emergence of language and syntax depended upon 
the evolution of a greater capacity for neural specialization during ontogeny 
than was found in nonlinguistic ancestors (see Szamado et al., this volume). 
Accordingly, an “ equipotential” initial state (in the sense of the word used 
above) would be transformed into one of a number of adult specializations, 
such as a specialization of Broca’s area for some syntactical operations. In 
the young human brain, this specialization could be more quantitative than 
qualitative. In contrast, in the mature brain, the difference becomes qualitative 
due to ontogenetic progressive modularization. Changes in the extent to which 
this ontologenetic specialization can occur may be one step in the evolution of 
a brain that supports language and syntax. We note that this suggestion places 
less importance on phylogenetic analogies to language development during on-
togeny than the view that the evolution of language, or syntax, requires highly 
specific, human cortical microcircuitry. The idea of ontogenetic maturation 
repeating phylogeny is hard to evaluate, since many changes in brains across 
species (e.g., brain size, the relative amount of white matter, functional and 
anatomical connectivity) are correlated. Qualitative differences could be an 
emergent property of quantitative changes (as in phase-transitions in physics).
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Syntax as an Adaptation
to the Learner

Simon Kirby, Morten H. Christiansen, and Nick Chater

Abstract

This chapter considers the implications of an evolutionary approach for the idea that 
human language syntax can be explained by an appeal to strongly constraining do-
main-specific linguistic nativism. Three sources of evidence that appear to support 
this particularly strong nativist position are examined: universals, the appearance of 
design, and the poverty of the stimulus. By taking seriously the fact that the cultural 
transmission of language has its own adaptive dynamics, it is shown that each of these 
three motivations is undermined, drawing on evidence from mathematical, computa-
tional, and experimental studies. It is suggested that a truly explanatory account of the 
origins of syntactic structure needs to tackle the interactions between culture, biology,
and individual learning—interactions that are perhaps uniquely complex in the case of 
human language.

Introduction

One of the most obviously striking features of human language, especially in 
comparison with all other communication systems in nature, is syntax. More 
precisely, language is unique in providing an open-ended system for relating 
signals and meanings, one which has its own internal structure. The particular 
structure of the mapping between meanings and signals varies from language to 
language, and for many researchers, the central challenge for linguistic theory 
is an explanation of the constraints on this variation. In other words, linguistics 
seeks an explanatory account of the universals of syntactic structure.

A hugely influential approach to this explanatory challenge has involved a 
direct appeal to biology. In this view, syntax arises from our species-specifi c 
biological endowment which is specific to language. We have the languages 
we do because an innately given “language faculty” has a particular structure 
that constrains the possible types of language (e.g., Hoekstra and Kooij 1988). 
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In particular, Chomsky (1975) suggests that it is a set of innate constraints on 
language acquisition that determines the nature of syntactic universals.

This view directly relates universal properties of syntax on the one hand, 
with a universally shared biological trait on the other.1 One issue with this 
attempt at explanation (for a discussion, see, e.g., Hurford 1990) is that it sim-
ply replaces one explanatory challenge with another. Although it appears to 
answer the question of why we have the particular language universals we do, 
it immediately poses another: Why is our language faculty constrained in the 
way it is? In a landmark paper, Pinker and Bloom (1990) directly address this 
question in an attempt to support the nativist approach to explanation. They set 
out what might be called the orthodox evolutionary approach to language (see 
Figure 15.1). In this approach, our innate language faculty shapes the structure 
of language and is in turn shaped by biological evolution driven by natural 
selection for communicative function. This is motivated by the observation of 
the apparent adaptive nature of syntactic structure:

Grammar is a complex mechanism tailored to the transmission of propositional 
structures through a serial interface....Evolutionary theory offers clear criteria 
for when a trait should be attributed to natural selection: complex design for 
some function, and the absence of alternative processes capable of explaining 
such complexity. Human language meets this criterion (Pinker and Bloom 1990, 
p. 707).

Pinker and Bloom (1990) provide an influential recasting of Chomskyan  nativ-
ism in evolutionary terms, one that takes us from observed universals of syn-
tactic structure, through an inferred innate Universal Grammar (UG), ground-
ed firmly in standard mechanisms of evolutionary biology. To critically assess 
the foundations of this view, it is worth unpacking some of the motivations for 
assuming this kind of evolutionary nativism. In this paper we will consider 
three in the light of recent research on the adaptive mechanisms underlying 
 human language:

Universals1. . Languages vary, but that variation is constrained. The na-
tivist approach provides a simple and compelling account of this: the 
constraints on cross-linguistic variation directly reflect the languages 
we can acquire.
The2. appearance of design. This is the point made in the quotation 
from Pinker and Bloom (1990) above. Language structure is adap-
tive—natural selection of innate constraints appears to be the only 
available explanation.

1 Note that there is a presumption here that the language faculty is uniform across members of 
our species, or at least it is uniform with respect to the constraints on cross-linguistic varia-
tion. This is a reasonable assumption to make in that there is no obvious evidence that some 
individuals find particular types of language harder to acquire than other individuals. However,
it has recently been challenged as a result of large-scale statistical analysis of genetic and lin-
guistic variation (Dediu and Ladd 2007).
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3. Poverty of the stimulus. For many linguists, this is the most familiar 
reason for assuming innate constraints. Children have access to only 
limited and degraded evidence that underdetermines the language they 
are attempting to acquire. Nevertheless children robustly converge on 
the correct language. Language acquisition therefore appears to be 
impossible without significant innate knowledge about the languages 
children may face.

These motivations seem well-founded and reasonable, and appear to provide 
solid ground on which to build an evolutionary account of the origins of syn-
tactic structure. However, in this paper we wish to argue that there is something 
missing from the orthodox evolutionary approach sketched in Figure 15.1 that 
undermines each of these motivations. A key unstated assumption underly-
ing Pinker and Bloom’s framework (and indeed the standard nativist position 
more generally) is that there is a straightforward link between our innate lan-
guage faculty and universal properties of language structure. This assumption 
seems reasonable on the face of it, but on closer inspection it is problematic. 
After all, these are two very different kinds of entities: a genetically deter-
mined universally shared part of our cognitive machinery; and constraints 
on the variation of internalized patterns of linguistic behavior shared within 
speech communities.

What is the mechanism that bridges the gap between an individual-level 
phenomenon (the structure of a language-learner’s cognitive machinery) and 
a population-level phenomenon (the distribution of possible languages)? As
Kirby et al. (2004) argue, the solution to this problem is to explicitly model 
the way in which individual behavior leads to population effects over time. 
Language emerges out of a repeated cycle of language learning and language 
use, and it is by studying this socio-cultural process directly that we will see 
how properties of the individual leave their mark on the universal structure of 
language (Figure 15.2).

Figure 15.1 The orthodox evolutionary approach to explaining syntactic structure. 
Biological evolution by natural selection shapes our innate cognitive mechanisms for 
acquiring language which directly determine the universal properties of syntax.

Biological evolution
by natural selection

Individual cognitive
machinery

Universal properties
of syntax
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Of course, it is not a priori obvious that the extra box in Figure 15.2 will 
add anything substantial to the picture—that considering the role of cultural as 
well as biological evolution will change anything. The goal of this chapter is 
to argue the contrary. By ignoring or downplaying the importance of cultural 
evolution, evolutionary linguistics risks coming to the wrong conclusions. It is 
crucial that researchers interested in language evolution do not make the mis-
take of assuming that evolution is a purely biological process that can be stud-
ied in isolation from the dynamics operating at shorter timescales. Although
it would be convenient if we could say that the study of social transmission 
and cultural evolution is purely the realm of historical linguistics and there-
fore evolutionary linguistics can essentially ignore these mechanisms to focus 
purely on natural selection, this is not how evolutionary systems work. 

By taking the role of cultural evolution seriously, we will show that the mo-
tivations for a strongly-constraining domain-specific linguistic nativism2 are 
undermined. Throughout we will stress the importance of taking an empirical 
approach to language evolution. Three complex systems are involved in the 
emergence of syntax: individual learning, cultural transmission, and biological 
evolution. We cannot reasonably expect our intuitions about the interactions of 
these to be sound. One response is to build models, both in the computer and 
in the laboratory, which allow us to explore in miniature how the processes 
underlying language evolution work, and then apply what we learn from the 
models to better understand the real object of enquiry: human language.

2 It is important to stress that our arguments in this chapter apply to a particular nativist stance: 
one which infers innate constraints on language that are both specific to language and map di-
rectly onto language universals. It is a common misunderstanding that this position is synony-
mous with generative approaches to language, but this is not necessarily the case (for extensive 
discussion, see Kirby 1999).

Biological evolution
by natural selection

Individual cognitive
machinery

Universal properties
of syntaxCultural evolution

Figure 15.2 The place of cultural evolution in determining the universal properties of 
syntax. Biological evolution shapes our individual cognitive machinery, but this is only 
indirectly connected to the object of explanation. Individuals influence a process of 
social transmission and cultural evolution that eventually leads to emergent universals.
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The Logical Problem of Language Evolution

Before turning to models of cultural evolution, we first wish to explore some of 
the issues underlying the second motivation listed above—that the existence of 
language structure implies an explanation in terms of natural selection of innate 
constraints. We argue that advocates of a richly structured, domain-specifi c, in-
nate UG confront a “logical problem of language evolution” (Christiansen and 
Chater 2008). To see this, we begin by noting that, as for any other putative bio-
logical structure, an evolutionary story for UG can take one of two routes. One 
route is to assume that brain mechanisms specific to language acquisition have 
evolved over long periods of natural selection (e.g., Pinker and Bloom 1990). 
The other rejects the idea that UG has arisen through adaptation and proposes 
that UG has emerged by nonadaptationist means, (e.g., Lightfoot 2000). 

The nonadaptationist account can rapidly be put aside as an explanation for 
a domain-specific, richly structured UG. The nonadaptationist account boils 
down to the idea that some process of chance variation leads to the creation 
of UG. Yet the probability of randomly building a fully functioning, and com-
plete novel, biological system by chance is infinitesimally small (Christiansen 
and Chater 2008). To be sure, so-called “evo-devo” research in biology has 
shown how a single mutation can lead, via a cascade of genetic ramifi cations, 
to dramatic phylogenetic consequences (e.g., additional pairs of legs instead of 
antennae; Carroll 2001). But such mechanisms cannot explain how an intricate 
and functional system can arise, de novo. 

What of the adaptationist account? UG is intended to characterize a set of 
universal grammatical principles that holds across all languages; it is a central 
assumption that these principles are arbitrary. This implies that many combi-
nations of arbitrary principles will be equally adaptive, as long as speakers 
adopt the same arbitrary principles. Pinker and Bloom (1990) draw an anal-
ogy with protocols for communication between computers: it does not matter 
what specific settings are adopted, as long as everyone adopts the same set-
tings. Yet the claim that a particular “protocol” can become genetically embed-
ded through adaptation faces three fundamental difficulties (Christiansen and 
Chater 2008). 

The first problem stems from the spatial dispersion of humans, which oc-
curred within Africa, and ultimately beyond Africa, before and during the 
period (100–200 ky) within which most scholars assume language emerged.
Each sub-population would be expected to create highly divergent linguistic 
systems. But, if so, each population will develop a UG as an adaptation to a 
different linguistic environment—hence, UGs should, like other adaptations, 
diverge to fit their local environment. Yet modern human populations do not 
seem to be selectively adapted to learn languages from their own language 
groups. Instead, every human appears, to a fi rst approximation, equally ready 
to learn any of the world’s languages. 
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The second problem is that natural selection produces adaptations de-
signed to fi t the specifi c environment in which selection occurs, i.e., a lan-
guage with a specific syntax and phonology. It is thus puzzling that an adapta-
tion for UG would have resulted in the genetic encoding of highly abstract 
grammatical properties, rather than fixing the superficial properties of one 
specifi c language.

The third, and perhaps most fundamental, problem is that linguistic conven-
tions change much more rapidly than genes do, thus creating a “moving target”
for natural selection. Computational simulations have shown that even under 
conditions of relatively slow linguistic change, arbitrary principles do not be-
come genetically fixed. Chater et al. (2009) illustrate this problem in a series 
of computer simulations. They model the specifi c evolutionary mechanism to 
which Pinker and Bloom appeal to explain the evolution of innate knowledge 
of language. This mechanism is the Baldwin effect: information which is ini-
tially acquired during development can become gradually encoded in the ge-
nome (for review and discussion, see Briscoe 2003, this volume, and Deacon 
1997). Chater et al. (2009) assume the simplest possible set-up: that (binary) 
linguistic principles and language “genes” stand in one-to-one correspondence. 
Each gene has three alleles—a neutral allele, and two alleles, each encoding a 
bias for a version of the linguistic principle. Agents learn the language by trial-
and-error, where their guesses are biased according to which alleles they have.3
The fittest agents (i.e., the fastest learners) are allowed to reproduce, and a new 
generation of agents is produced by sexual recombination and mutation. When
the language is fixed, there is a selection pressure in favor of the “correctly” 
biased genes, and these rapidly dominate the population (Figure 15.3). 

However, when language is allowed to change gradually (e.g., due to gram-
maticalization-like processes or exogenous forces such as language contact), 
the effect reverses—biased genes are severely selected against when they are 
inconsistent with the linguistic environment, and neutral genes come to domi-
nate the population. The selection in favor of neutral genes occurs even for 
low levels of language change (i.e., the effect occurs, to some degree, even 
if language change equals the rate of genetic mutation). Of course, linguistic 
change (prior to any genetic encoding) is likely to have been much faster than 
genetic change.4

It remains possible, though, that the origin of language did have a substan-
tial impact on human genetic evolution. The above arguments only preclude 

3 Because learning biases are probabilistic, learners are always able to learn the language 
eventually, even if their genetic biases are in the wrong direction (which will make them 
slow learners).

4 It may be tempting to object that UG principles do not change, and hence provide a stable 
environment over which adaptation can operate. However, such an objection would be cir-
cular because it presupposes what an evolutionary theory of UG is meant to explain. That is, 
an innate UG is supposed to explain language universals and thus it cannot be assumed that 
language universals predate the emergence of UG.
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biological adaptations for arbitrary features of language. There might have 
been features that are universally stable across linguistic environments that 
might lead to biological adaptation (such as the means of producing speech, 
the need for enhanced memory capacity, or complex pragmatic inferences; see 
Kirby and Hurford 1997, and Christiansen et al. 2006, for computational mod-
els that look at nonarbitrary adaptation). In addition, the situation becomes 
more complex when we look in more detail at interactions between cultural 
evolution and biological evolution of weak constraints. We will return to this 
issue later.

Language and Cultural Evolution

The problem with the straightforward application of the arguments from bio-
logical adaptation to theories of UG lie principally in our poor understanding of 
exactly how the process of cultural evolution works for language. Specifi cally,
we need to move towards a general theory of how particular kinds of UG con-
straints or biases lead to language structure when mediated by a process of 
cultural transmission (Figure 15.2). Only once we have this can we hope to 
disentangle the precise roles of the different adaptive processes involved.

The iterated learning model (e.g., Kirby et al. 2004; Brighton et al. 2005) 
aims to provide a general solution to this problem. The idea is simple: to build 
idealized models of the process of cultural transmission that show how global 
effects emerge from the repeated process of individuals learning and producing 
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Figure 15.3 The effect of linguistic change on the genetic encoding of arbitrary lin-
guistic principles. The simulation has a population of 100 agents, a genome size of 20, 
survival of the top 50% of the population, and starts with 50% neutral alleles. With
no linguistic change, a Baldwin effect occurs (i.e., alleles encoding specifi c aspects of 
language emerge rapidly). But when the language changes, biased alleles are no longer 
advantageous and are selected against. The results are typical of those obtained using a 
wide range of parameters (Chater et al. 2009).
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linguistic behavior. The simplest iterated learning models consist of a chain of 
agents (individuals modeled in simulation, or in an experimental setting) each 
of which observes the linguistic behavior of the previous agent in the chain, 
attempts to learn the underlying linguistic system, and then goes on to produce 
observable behavior for the next agent down the chain. Like the parlor game, 
Telephone, this produces a cultural dynamic whereby the behavior produced 
by agents may change over time purely by virtue of being passed-on by an iter-
ated cycle of learning and production. In general, we define iterated learning 
to be a cultural process whereby an individual learns a behavior by observing 
another individual’s behavior, who acquired it in the same way.5

This general approach—modeling the way in which linguistic behavior 
is repeatedly transmitted between individuals—has been studied extensively 
in the literature, using everything from dramatically idealized simple models 
(e.g., Kirby et al. 2007) to extremely sophisticated models involving realistic 
populations of agents interacting socially and grounded in a real environment 
(e.g., Steels 2003). A thorough review of the result of this modeling work is 
well beyond the scope of this article, but one of the recurrent observations 
relates to the importance of what have been called transmission bottlenecks.
Specifically, if a learner is given imperfect information about the language they 
are trying to acquire (i.e., where there is some kind of bottleneck on the trans-
mission of language from one individual to another, be it in terms of noise, 
processing constraints, or simply not hearing all the relevant data) then cultural 
transmission becomes an adaptive system. What this means is that language 
will adapt so that it appears to be designed to fi t through whatever bottleneck 
the experimenter imposes. 

A classic example of this kind of result is provided by several studies into 
the emergence of compositional syntax (for a review see, Brighton et al. 2005). 
The existence of compositional structure in the mapping between meanings 
and strings is an apparently adaptive feature of human language syntax—it is 
a crucial part of what enables us to have open-ended expressivity, an assuredly 
adaptive trait.6 However, computational models of iterated learning which start 

5 Note that this does not limit iterated learning to purely vertical transmission. Indeed, one of 
the earliest models of this process (Batali 1998) employed purely horizontal transmission (i.e. 
with individuals learning, producing and then learning again in a completely mutually inter-
acting population). Batali’s results bear striking similarities to the quite different models with 
only vertical transmission. It is the similarity of results across a range of models that has led 
researchers to attempt to understand the dynamics of iterated learning in as general terms as 
possible (e.g., Griffiths and Kalish 2007).

6 Of course, compositionality is only one aspect of the uniquely human structure of syntax (and 
a very basic one at that). A language with just compositionality and none of the other features 
of human syntax might arguably be described as “protolanguage,” so more work is needed to 
see if similar processes as those described here can take us further. Nevertheless, it is important 
to understand that these results do have significant implications as they stand for the particular 
kind of nativism we are discussing. Furthermore, the Bayesian model we turn to later is com-
pletely general and not reliant on a particular view of what constitutes syntactic structure.
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from random noncompositional initial languages, or with no language at all, 
show that this property emerges from the repeated cycle of production and 
learning without any biological evolution of the agents. The reason is straight-
forward: compositional structure improves the stability of languages transmit-
ted through a bottleneck. To put it another way, compositionality is an adapta-
tion by language to improve its own survival. There is nothing mysterious or 
teleological about this. Rather, it is the inevitable consequence of the process 
of cultural transmission. As Hurford (2000) puts it succinctly, “social transmis-
sion favors linguistic generalization.”

To check the generality of the conclusions from the computational models, 
we developed an experimental framework for iterated learning (Kirby et al. 
2008). In our experiments, human participants were faced with an artifi cial 
language learning task in which they were required to learn to associate strings 
of written syllables with pictures of colored moving shapes. Each picture was 
either a square, triangle or circle, was colored either red, blue or black, and 
was depicted as bouncing, spiraling, or moving horizontally. Although, in the 
testing phase, participants were asked to produce strings for all 27 different
possible pictures, they were only actually trained on a random subset of 14 
of these.

The crucial aspect of these experiments that makes them relevant here is 
that the language a participant is trained on is actually a random sample of the 
output of the previous participant in the experiment at test, with the very fi rst 
participant being trained on a randomly constructed language (i.e., one which 
exhibits no compositional structure). With this experimental set up we are 
able to observe in the laboratory exactly how a simple language like this one 
evolves culturally. Two questions present themselves: Will languages adapt to 
be increasingly learnable? Will structure emerge?

The answer turns out to be “yes” to both questions, but the exact kind of 
structure that emerges depends in an interesting way on the nature of the bottle-
neck. Figure 15.4 shows quantitative results for the experiment outlined above 
(with the lines marked “unfiltered”). Clearly, the languages become more 
learnable and more structured over time, purely as a result of being transmitted 
repeatedly from individual to individual. We start with a language that is im-
possible to learn in the sense that there is no way of accurately guessing what 
an unseen meaning might be called, and end with a language where partici-
pants do extremely well in generalizing accurately to unseen examples. 

What does the emergent structure that makes this possible look like? It turns 
out that, in this version of the experiment, what emerges is a kind of structured 
lexical underspecification. The number of distinct strings in the language plum-
mets from 27 at the start to a handful after 10 “generations” (the exact number 
varies from replication to replication). These remaining strings thus refer to a 
set of meanings, rather than a single one. What is fascinating is that these sets 
show distinctive structure (picked up by the quantitative measure in Figure 
15.4). For example, in one run of the experiment, a single word emerged to 
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refer to all the horizontally moving objects. This kind of nonrandom under-
specification of meanings in the language allows learners to generalize accu-
rately to unseen meanings.

Why weren’t we seeing the kind of compositional structure that was appar-
ent in the computational models? One difference is that the simulations typi-
cally built-in some motivation for the agents to maintain expressivity and avoid 
collapsing all meaning distinctions to a single string, for example. We wanted 
to show that a similar result could be achieved in the human experiment just 
by a minimal change to the transmission bottleneck. Accordingly, we reran the 
experiments with a single alteration: before giving the training data to a par-
ticipant, we scanned it for any underspecification. If the same string was used 
for more than one meaning, we simply filtered all but one of those instances 
out of the training data. This filtering step corresponds to the pressure in real 
language use to maintain expressivity, such that distinct meanings tend to be 
assigned distinct signals.7 Note that participants were not aware we were doing 

7 Filtering underspecification from input is not necessarily a particularly realistic way of achiev-
ing this, although it is likely that something like filtering based on communicative utility is 
a real mechanism in language transmission. In the experimental model it should be seen as 
a stand-in for a more complex suite of communicatively motivated pressures. An alternative 
might have been to set up the experiment within the frame of an overtly communicative task. 
However, it was crucial for our purposes to demonstrate that participants were not intentionally 
and intelligently designing a communication system (for example on analogy with their own 
language), as they may well have done if this became the overt goal of the experimental setup. 
Rather, we wanted to show that the cultural transmission process alone is all that is required to 
generate adaptive structure.
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Figure 15.4 The average of four cultural transmission chains in each of two experi-
mental conditions showing languages evolve to be more learnable and more structured 
over time. Each generation here is an individual experimental participant who learns an 
artificial language produced by the previous participant in the experiment. The graph 
on the left shows the average error in learning the language (a score of 1 means that the 
strings produced were completely dissimilar to the target, a score of 0 means they were 
exactly correct). The graph on the right shows a measure of structure in the mapping 
between strings and meanings (for more information, see Kirby et al. 2008). Wherever
this structure measure is above the dotted line, the language is nonrandom at the 95% 
confidence interval. The “unfiltered” condition indicates that the training data is passed 
directly to the next participant, whereas in the “filtered” condition ambiguous strings 
are removed (see text).
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this (indeed, in neither version of the experiment did any participant ever guess 
that the experiment involved cultural transmission in any case). However, the 
difference in outcome was dramatic. Figure 15.4 shows that the quantitative 
results showed the same trend, albeit revealing this was a more diffi cult task.
The big difference was in the particular structure of the language.

With filtering in place, the kind of structured underspecification we saw pre-
viously no longer could take hold. Nevertheless, a different adaptation emerged
which led to both an increase in learnability and the maintenance of expressiv-
ity. This adaptation was exactly the same as the one that emerged in the compu-
tational models: compositionality. The examples below (from data presented 
in Kirby et al. 2008) show how three “morphemes” emerged in one chain en-
coding color shape and motion respectively (note the hyphens are included for 
clarity only, they are not present in the participants’ output or input):

(1) (a) n-eke-ki (b) n-eki-pilu
“black-triangle-horizontal” “black-triangle-spiral”

(c) l-aho-ki (d) l-aho-plo
“blue-circle-horizontal” “blue-circle-bounce”

(e) r-e-plo (f) r-e-pilu
“red-square-bounce” “red-square-spiral”

This result was not invented by one particularly smart individual in the ex-
periment, but rather appeared cumulatively and without deliberate design on 
behalf of the participants. The participants were not trying to construct a per-
fect language to fit through the bottleneck (which would have been impossible 
given that they could not know the constraints we were placing on the bottle-
neck). They were simply trying their best to give us back what we gave them. 
Many participants did not even realize that we were asking them to generalize 
to unseen meanings. Nevertheless the language underwent cumulative cultural 
adaptation, just as predicted by the computational models. Clearly, these are 
adult participants that already have a native language and as such we need to 
be aware that the biases they bring to bear on the learning task are a combina-
tion of biologically basic ones and those that arise from their existing specifi c 
cultural inheritance (i.e., their native language). Of course, the close fi t of the 
experimental results with those predicted by the simulation models speaks 
against the idea that acquired biases are the primary driver. More importantly,
however, the primary purpose of these models is not as a discovery procedure 
for our biological biases but rather as a way of determining how a culturally 
transmitted language responds to whatever biases and transmission pressures 
are placed upon it. 

This result, and others like it, cast doubt on all the motivations for strongly 
constraining domain-specific innateness listed in the introduction. Firstly, and 
most importantly, it demonstrates that there is more than one mechanism ca-
pable of delivering the appearance of design. Natural selection (in the biologi-
cal sense) is no longer the only possible explanation for adaptive structure in 
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language—the mere fact that language is transmitted culturally induces ad-
aptation by language itself. Secondly, it recasts the so-called “ poverty of the 
stimulus” problem in a new light. As others have argued (e.g., Zuidema 2003) 
these results show language structure does not exist in spite of the impover-
ished stimulus available to the child, but rather precisely because of the stimu-
lus poverty. When more, and better, data is provided to learners in the models, 
the languages that emerge exhibit less structure.8

What of the remaining motivation: universals? In some sense, the experi-
ments with compositionality already address this issue. If we were to look only 
at the end result of the simulations, compositional language, we might be led 
to the wrong conclusion that the learners were equipped with a mechanism that 
constrained them only to learn compositional languages. However, this would 
be a mistake. In these models, even when learners do not reliably acquire com-
positional structure an exceptionless universal outcome can still be expected 
(Hurford 2000).

To understand the relationship between universals and UG better, we im-
plemented a mathematical model of iterated learning using Bayesian agents 
(Kirby et al. 2007). This allows us to control very precisely the contribution 
of innateness and see what language universals emerge for a given transmis-
sion bottleneck. The innate contribution is represented in the model in terms 
of a prior bias over possible languages. That is, we are able to provide a 
probability distribution over languages that reflects the innate preference for 
one language over another. These innate biases can therefore be arbitrarily 
strong or weak, covering the spectrum of possibilities from hard constraints to 
slight tendencies.

By treating iterated learning as a Markov process in which the transition 
between languages is determined by the Bayesian model of learning, we are 
able to predict exactly what universals should emerge for a given model of 
innateness. The most striking result from this work is that, given reasonable as-
sumptions about how learners select hypotheses, innate biases are not refl ected 
directly in language universals. Specifi cally, the strength of the language uni-
versals that emerge is independent of the strength of the innate bias and is 
instead determined by the nature of the transmission bottleneck. Simplifying 
somewhat, in conditions of data poverty, arbitrarily weak innate predisposi-
tions are amplified by cultural transmission. Indeed, the strength of innate bias 
makes absolutely no difference to the final distribution of language types in 
the model.

What this means is that we cannot infer strongly constraining innateness 
simply by looking at language universals. This observation actually has some 

8 Of course, this in itself does not provide a solution to learnability arguments, but note that iter-
ated learning ensures that the training data provided for a learner will be the best possible data 
for the particular learning problem learners typically face (because cultural evolution will tend 
to maximize the learnability of the language).
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empirical support. For example, there are cases where culturally transmitted 
birdsong for a particular species has an exceptionless universal, but where a 
bird of that species can nevertheless acquire an atypical song (e.g., Hultsch 
1991). Similarly, Dediu and Ladd (2007) present evidence that there is genetic 
variation in prior disposition to acquire tone languages which result in a clear 
and strong skewing of language types in different populations. Nevertheless, it 
is clear that any normal individual can acquire any existing language whatever 
their genetic makeup. Both these cases suggest that whatever biases lead to the 
population-level effects, their effect at an individual level can be tiny.

Finally, this result has implications for the biological evolution of innate-
ness discussed in the previous section. Smith and Kirby (2008) look at the co-
evolution of Bayesian learners and the languages they transmit culturally. They
argue that cultural transmission shields bias strength from the view of natural 
selection (see also Deacon 2003a), leading to the possibility that strong biases 
may be impossible to maintain against mutation pressure.

So, where does this leave the biological evolution of innate bias? The re-
sults of the models discussed in the previous two sections do not rule out the 
evolution of innate bias, but they narrow down the possible ways this evolu-
tion could take place. Two particularly plausible alternatives remain: either 
that bias is not domain-specific (and therefore could be subject to selection 
pressures not solely determined by the emerging cultural system); or it could 
be a bias weak enough not to have a strong impact on a single individual, but 
nevertheless be amplified by cultural transmission. 

Biases That Shape Syntax

We have proposed that language has adapted to biases or constraints deriv-
ing from language learners and users: biases which may not be specifi c to
language. But how far can these constraints be identifi ed? To what extent can 
linguistic structure previously ascribed to an innate UG be identified as having 
a nonlinguistic basis? Clearly, establishing a complete answer to this question 
would require a vast program of research. Here we divide the constraints into 
four groups relating to thought, pragmatics, perceptuo-motor factors, and cog-
nition (Christiansen and Chater 2008). 

Constraints from thought. The structure of mental representation and rea-
soning must, we suggest, have a fundamental impact on the nature of language. 
The structure of human concepts and categorization must strongly infl uence 
lexical semantics; the infinite range of possible thoughts must drive the com-
positionality of natural language (as discussed above); the mental representa-
tion of time is likely to have influenced the linguistic systems of tense and 
aspect; and so on. While the Whorfian hypothesis that language infl uences 
thought remains controversial, there can be little doubt that thought profoundly 
infl uences language.
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Pragmatic constraints. Similarly, language is likely to be substantially 
shaped by the pragmatic constraints involved in linguistic communication. 
Pragmatic processes may, indeed, be crucial in understanding many aspects of 
linguistic structure, as well as the processes of language change. 

Levinson (2000) notes that “discourse” and syntactic anaphora have inter-
esting parallels, which provide the starting point for a detailed theory of ana-
phora and binding. Levinson argues how initially pragmatic constraints may,
over time, become “fossilized” in syntax, leading to some of the complex syn-
tactic patterns described by binding theory. Thus, one of the paradigm cases for 
arbitrary UG constraints may derive, at least in part, from pragmatics. 

Perceptuo-motor factors. The motor and perceptual machinery underpin-
ning language seems, moreover, inevitably to influence language structure. 
The seriality of vocal output, most obviously, forces a sequential construc-
tion of messages. A perceptual system with a limited capacity for storing sen-
sory input forces a code which can be interpreted incrementally (rather than 
the many practical codes in communication engineering, where information 
is stored in large blocks). The noisiness and variability (across contexts and 
speakers) of vocal or signed signals may, moreover, force a “digital” com-
munication system, with a small number of basic units (i.e., phonetic features 
or phonemes). These discrete units, in turn, appear closely related to the vocal 
apparatus and to “natural” perceptual boundaries. 

Cognitive mechanisms of learning and processing. Another source of con-
straints derives from the nature of cognitive architecture, including learning, 
processing, and memory. In particular, language processing involves extract-
ing regularities from highly complex sequential input, pointing to an obvious 
connection between sequential learning and language: both involve the extrac-
tion and further processing of discrete elements occurring in complex tempo-
ral sequences. It is therefore not surprising that sequential learning tasks have 
become an important experimental paradigm for studying language acquisition 
and processing (sometimes under the guise of “artifi cial grammar/language
learning” or “statistical learning”; for reviews, see Gómez and Gerken 2000). 

Syntax Shaped by Sequential Learning

If language has evolved to fit human sequential learning mechanisms, then 
constraints on the learning and processing of sequential structure should be 
reflected in the universal properties of human language. Importantly, many 
of the cognitive constraints that have shaped the evolution of language would 
still be at play in our current language ability. Thus, the study of how artifi cial 
sequential material is learned may reveal selectional pressures operating on 
the evolution of natural languages. We summarize a series of modeling and 
experimental results that indicate how constraints on sequential learning may 
have given rise to certain word-order universals relating to head-ordering, as 
well as interactions between case and word-order fl exibility.
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Assuming that language acquisition and processing share mechanisms with 
sequential learning in other domains, then breakdown of language would be 
expected to be associated with impaired sequential learning. This prediction is 
particularly interesting, because breakdown in sequential learning does gener-
ally not co-occur with cognitive impairments. This prediction has been tested 
using an artificial grammar learning task involving agrammatic aphasics who 
typically have damage in or around Broca’s area and have severe problems 
with the hierarchical structure of sentences (Christiansen and Ellefson 2002). 
Although both aphasics and normal controls, matched for age, socio-economic 
status, and abstract reasoning abilities, were able to complete a training task 
successfully involving same-different judgments on symbol strings, only the 
control group could correctly determine which of a set of novel strings was 
generated by the same rules as the training strings. 

We would predict that basic word-order universals might arise from con-
straints on sequential learning, if sequential learning and language share com-
mon mechanisms. To pursue this hypothesis, let us begin with the heads of 
phrases: the word that determines the properties and meaning of the phrase 
as a whole (such as the noun boy in the noun phrase the boy with the bicycle).
Across the world’s languages, there is a statistical tendency toward a basic for-
mat in which the head of a phrase consistently is placed in the same position—
either first or last—across different types of phrase. English is considered to be 
a head-first language, meaning that the head is most frequently placed fi rst in
a phrase, as when the verb is placed before the object noun phrase in a transi-
tive verb phrase such as eat curry. A head-last language, such as Hindi, typi-
cally uses the opposite order, and hence the equivalent of curry eat. Likewise, 
head-first languages tend to have prepositions before the noun phrase in prep-
ositional phrases (such as with a fork), whereas head-last languages tend to 
have postpositions following the noun phrase in postpositional phrases (such 
as a fork with). In the traditional UG framework, head-order consistency has 
been explained by innate language-specific constraints on the phrase structure 
of languages.

A very different picture emerges if we hypothesize that word order has 
evolved to fit human sequential learning mechanisms. Christiansen and Devlin 
(1997) trained simple recurrent networks9 (Elman 1990; SRN) on corpora gen-
erated by 32 different grammars that differed in head-order consistency (i.e., 
inconsistent grammars would mix head-first and head-last phrases). The net-
works were trained to predict the next lexical category in a sentence. Although
these networks had no built-in linguistic biases, their predictions were sensi-
tive to the amount of head-order consistency found in the grammars, such that 

9 It is sometimes objected that these kinds of networks lack biological plausibility because they 
are typically trained using back-propagation. However, recent advances in neural computation 
undermine this objection by demonstrating that the kind of networks employed in the simula-
tions reported here can be trained with similar results using reinforcement learning (Grüning 
2007), which is a neurobiologically plausible learning algorithm.
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there was a strong correlation between the degree of head-order consistency in 
a grammar and how successfully the networks learned the language: the more 
inconsistent the grammar, the harder it is to learn (Figure 15.5). Christiansen 
and Devlin further analyzed frequency data on the world’s natural languages 
concerning the specific syntactic constructions used in the simulations. They
found that languages incorporating patterns that the networks found hard to 
learn tended to be less frequent. 

Incorporating systems of case marking, Lupyan and Christiansen (2002) 
were able to relate learnability in the networks with attested frequency of dif-
ferent orders of subjects (S), verbs (V), and objects (O), across the world’s lan-
guages. Subject-first languages, which make up the majority of language types 
(SOV: 51% and SVO: 23%), were easily learned by the networks. Object-
first languages, on the other hand, were not well learned, and have very low 
frequency in the world’s languages (OVS: 0.75% and OSV: 0.25%). Using 
rule-based language induction, Kirby (1999) arrived at a similar account of 
typological universals. 

Lupyan and Christiansen (2002) also modeled data from a study by Slobin 
and Bever (1982) showing differences in performance across English, Italian, 
Turkish, and Serbo-Croatian when children acted out reversible transitive sen-
tences, such as the horse kicked the cow, using familiar toy animals. Like the 
children, the networks initially showed the best performance in Turkish, with 
English and Italian quickly catching up, and with Serbo-Croatian lagging be-
hind. The close match between network performance across training and that 
of children across age is illustrated in Figure 15.6. Because of their consistent 
use of case and word order, respectively, Turkish and English were more easily 
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Figure 15.5 Relating the degree of head-order inconsistency and ease-of-learning in 
a connectionist network. Higher degrees of head-order inconsistency result in increased 
learning difficulty. Adapted from Christiansen and Devlin (1997).
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learned than Italian and, in particular, the highly inconsistent Serbo-Croatian 
language. With repeated exposure, the networks learning Serbo-Croatian even-
tually caught up, as do the children learning this language. 

To determine whether these sequential learning biases would result in the 
emergence of consistent head-ordering across successive generations of learn-
ers, Reali and Christiansen (2009) trained SRNs to map words onto grammati-
cal roles. Prior to the introduction of language, the SRNs were first allowed to 
evolve “biologically” to improve their ability to perform a sequential learning 
task. Specifically, the initial weights from the best learner at each generation 
were chosen as the basis for the next, with copies of the parent’s weights mu-
tated slightly. After 500 generations, the SRNs had evolved a considerably 
better ability to deal with sequential structure. A language with no word-order 
constraints was introduced into the simulation. Crucially, both language and 
networks were allowed to change while the networks at the same time also had 
to maintain the same level of performance on the sequential learning task as 
obtained after initial evolution of sequential learning biases (on the assumption 
that this skill would still have been crucial for hominid survival after the emer-
gence of language). Over generations, a consistent head-ordering emerged due 
to linguistic adaptation rather than biological adaptations (of initial weights). 
Indeed, the pressure toward maintaining a high level of sequential learning 
performance prevented the SRNs from adapting biologically to language.

If sequential learning is a fundamental human skill, as explored in these 
simulations, it should be possible to uncover the source of some of the uni-
versal constraints on language by studying human performance on sequential 
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Figure 15.6 Using network performance as a function of training to predict the im-
provements in children’s performance with increasing age in Turkish, English, Italian, 
and Serbo-Croatian. Network results from Lupyan and Christiansen (2002); child data 
from Slobin and Bever (1982).
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learning tasks. In a sequential learning experiment (Christiansen and Ellefson 
2002), human participants learned sequences generated by either a consistent 
or inconsistent grammar from Christiansen and Devlin (1997). When tested 
on novel sequences, the participants trained on the grammar with a consistent 
head-ordering were significantly better at distinguishing grammatical from un-
grammatical items compared to participants trained on the inconsistently head-
ordered grammar. Together, these simulations and human experiments suggest 
that sequential learning constraints may provide an alternative explanation of 
head-order consistency without UG. Specifically, constraints on basic word 
order may derive from nonlinguistic constraints on the learning and process-
ing of complex sequential structure. Grammatical constructions with highly 
inconsistent head-ordering may simply be too hard to learn and therefore tend 
to disappear.

It is possible, moreover, that human sequential learning abilities are a cru-
cial preadaptation to language. Conway and Christiansen (2001) reviewed 
evidence on sequential learning in nonhuman primates and concluded that al-
though the performance of nonhuman primates on learning fi xed sequences
and certain types of statistical structure is similar to that of humans, the former 
has problems dealing with the kind of hierarchical sequential structure char-
acteristic of human languages. This sequential learning may help explain why 
only humans have complex linguistic abilities.

Summary and Conclusion

The fundamental explanatory goal of linguistics is to answer the question: 
Why are languages the way they are and not some other way? We fi rmly be-
lieve that the only viable approach to this question is an evolutionary one: to 
answer why languages have the structure that they do, we need to ask how 
they came to be that way. However, language is not the result of a single adap-
tive system, and approaches that look to biological adaptation as their sole 
explanatory mechanism lead us to the wrong conclusions. In particular, we 
have highlighted the importance of taking into account the interactions be-
tween individual learning biases and cultural evolution in order to understand 
the sources of linguistic structure.

The problem is that the interactions between culture, biology, and individual 
learning are very complex, perhaps uniquely so when it comes to human lan-
guage. The solution is to explore theories about their interactions by building, 
in miniature, models that take seriously the notion that population-level phe-
nomena like languages must emerge from the lower-level interactions between 
individual learners. We have briefly summarized here a spectrum of differ-
ent modeling approaches, from mathematical models, through computational 
simulations, to novel experimental frameworks. All the results we have so far 
come together to demonstrate that languages adapt culturally under infl uence 
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from limitations on human learning and processing. Furthermore, this kind of 
cultural adaptation may reduce the influence of biological adaptation. We are 
left with the conclusion that many key features of language, such as syntactic
structure, may be adaptations by language to the problem of being passed-on 
through generations of language learners.
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Cognition and Social Dynamics 
Play a Major Role in the 
Formation of Grammar 

Luc Steels 

Abstract

Modeling is an essential tool in all sciences and has contributed to the study of the 
origins and evolution of human languages. It can help us understand what kinds of 
mechanisms are necessary and sufficient for the origins and evolution of language. 
Through mathematical investigations and computational simulations, it is possible to 
examine whether certain basic assumptions of a theory are viable or not. This chapter 
examines models that explore the role of cognition and social interaction in the forma-
tion of grammar. After a brief survey of ongoing experiments, the kinds of structures 
and processes that have been shown to be effective will be discussed. It is argued that 
neither the grammatical structure of human languages nor the conceptual inventories 
expressed in language need to be strongly innate, and hence the role of biology is pri-
marily to provide the powerful cognitive machinery which constitutes the foundation of 
human intelligence in general. 

Introduction

There is a wide consensus that language rests on three aspects: biology, cogni-
tion, and culture. Biology provides the neuronal and physiological hardware; 
cognition is concerned with information representation, processing, and learn-
ing supported by this hardware; and culture is the shared system that emerges
out of the linguistic activities of individuals and persists over time. At the pres-
ent, there is no consensus on which of these three aspects should be taken as 
the dominant force in the theories of the origins and evolution of language.

Biology• : Some researchers emphasize the role of genetic evolution 
through natural selection (Pinker 2003; Stromswold 2001; Pinker 
and Jackendoff 2005; Bickerton 1984). They hypothesize that the 
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language faculty is a highly specialized, genetically coded organ in the 
brain, which evolved through genetic evolution by natural selection. 
Accordingly, language is acquired primarily by setting parameters in 
the innate schemata provided by Universal Grammar (Lightfoot 1991; 
Thornton Wexler 1999), rather than through inductive learning or 
problem solving. This nativist approach to language origins has been 
explored with concrete operational models using the frameworks of 
genetic algorithms (Cangelosi and Parisi 1998; Szathmáry 2007) and 
evolutionary game theory (Nowak and Komarova 2001).
Culture• : Some researchers propose that cultural evolution is the primary 
force. They hypothesize that human neurobiology provides both gen-
eral learning mechanisms and language-specific biases that speed up 
learning to overcome the “ poverty of the stimulus” bottleneck (Elman 
1996; Kirby and Hurford 2002; Boyd and Richerson 2005). Recent 
computational and mathematical models have indeed shown that if 
inductive learning is chained through a sequence of vertical transmis-
sions from teacher to learner, language structures and conceptualiza-
tions gradually appear that reflect the inductive bias of the language 
learners (Brighton and Kirby 2001; Griffiths 2005; Nakamura 2003; 
Briscoe 2000).
Cognition• : Others emphasize social interaction patterns and cognition 
(Tomasello 1999; Steels 2005a). They argue that human neurobiology 
supports a large battery of cognitive mechanisms usable in a wide range 
of domains, and that language exploits most of these cognitive mecha-
nisms to the fullest. Language production and interpretation are hence 
viewed as problem-solving processes, alternating between routine 
problem solving and the creative invention of new conceptualizations 
or language forms to handle novel situations or make production or 
interpretation become more effi cient (Langacker 2008; Hopper 1987). 
These innovations become entrenched through well-documented gram-
maticalization processes (Heine 1997; Bybee 1994; Traugott and Heine 
1990). Language learning is also viewed as a problem-solving process 
that engages all cognitive resources of the learner, including the ability 
to form new categories, to guess meaning through inference, to apply 
analogies and metaphors, to hypothesize the function of novel syntactic 
structures, to generate and test out new phonetic features, etc.

Here, I examine models built to explore the latter viewpoint. It needs to be 
emphasized that socio-cognitive models do not assume that anything is innate, 
on the contrary they assume a wide arsenal of tools for collectively building 
a symbolic communication system, but they argue that these tools are neither 
uniquely used for language nor specialized genetically.

Socio-cognitive models are necessarily quite complex as they require mod-
eling as well as the operationalization of many aspects of cognition, including 
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perception, memory, conceptualization, planning and plan recognition, meta-
phor, analogy, joint attention, and perspective reversal. Without adequate pre-
cise information-processing models of the processes that go into language pro-
duction, language understanding, and language learning, we cannot begin to 
understand whether these processes are unique to language or shared by a wide 
spectrum of cognitive tasks (e.g., navigation, plan recognition, tool design, 
or social organization). We cannot know what can be learned and what needs 
to be provided innately as “principles and parameters” or as innate biases in 
intergenerational cultural evolution.

If we look at navigation, for example, we can clearly see that similar prob-
lem-solving and learning skills are needed, compared to language: Individuals 
must become sensitive to significant features of the environment; a sequence of 
actions must be planned and executed; the actions to navigate from one place 
to another often have a hierarchical structure; after finding one path it is often 
stored for later use so that navigation becomes more routine and more complex 
paths can be found by combining subpaths. There is also a social dimension 
to navigation: Individuals are able to recognize the navigation paths being ex-
ecuted by others or complete and correct a partial path once taken. They can 
solve a navigation problem by analogy with known solutions or explain to 
another person how to get somewhere, even with gestures or drawings. Spatial 
navigation provides a good example, because it is also a skill that develops 
progressively and requires constant adaptation, as the environment is changing 
and new origins and destination points or new cities are explored.

Of course, in the end, the three forces combine to play a role; they interact 
and impinge upon each other. However, for the purpose of scientifi cally ad-
vancing the field, it is useful to focus on one force to see what kind of explana-
tions can be generated.

Language Games

The key ingredients of socio-cognitive models are: a population of individuals, 
modeled as agents, a world which acts as source of meaning for the agents, and 
a particular type of situated interaction between the agents, called a language
game. An agent has a set of memory structures (e.g., for storing a lexicon) as 
well as a set of procedures for carrying out all the information processing that 
needs to go into language production, comprehension, and learning (e.g., pro-
cedures for parsing a sentence to extract a syntactic structure, or for guessing 
the meaning of an unknown word and storing it in the lexicon). In addition to 
procedures used for producing or interpreting utterances with “ready-made” 
linguistic solutions, agents have diagnostic and repair strategies to handle cas-
es for which they have no solutions yet, and alignment strategies to coordinate 
their inventories based on the outcome of the language game (Pickering and 
Garrod 2005).
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Agents are autonomous in the sense that there is no telepathy (one agent 
cannot inspect or change the state of another agent) and no central control. 
Thus, there is never any form of direct meaning transfer nor is there is prior 
“innate” language or “innate” conceptual system given by design, because the 
purpose of the models is precisely to show how these may form and propagate 
in a population. Agents are embodied when the memory and procedures are 
incorporated into a physical body with sensors and effectors and interaction 
takes place within the real world. In simulated language games, agents, popu-
lations, and the world are modeled abstractly and tested in software simula-
tions. In grounded language games, the world is the real physical world, the 
agents are embodied, and the language games involve physical interactions 
such as pointing gestures or executing actions. Grounded language games can 
only be tested through robotic experiments (see Figure 16.1). 

The Naming Game

One of the first and by now most widely studied language games is the naming
game. It was first introduced and studied with computer simulations in 1995 
(Steels 1995) and grounded experiments followed soon thereafter (Steels and 
Vogt 1997). The naming game has proven to be a good “E. coli” for studying 
the formation of linguistic conventions and has acquired a similarly prominent 
role in the study of “ semiotic dynamics” as the Prisoner’s Dilemma occupies in 
the social sciences (Loreto and Steels 2007). In the naming game, the speaker 
tries to draw the attention of the hearer to an object in the world by naming a 

Figure 16.1 Investigations in the socio-cognitive mechanisms underlying language 
evolution are partially carried out through robotic experiments. Autonomous robots are 
set up to play language games that require making distinctions (e.g., hue distinctions) 
and expressing them via words or grammatical constructions. The experiment depicted 
here involves the formation of color categories and color names in a population of hu-
manoid robots (Steels and Belpaeme 2005).
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category that distinguishes the object from other objects in the context. The
scenario is as follows:

A speaker and hearer (randomly drawn from the population) are situat-1.
ed within a shared context. Any agent can be both speaker and hearer.
The speaker selects one object in the context, further called the topic.2.
The speaker conceives of a category, which discriminates the topic 3.
from the other objects in the context.
The speaker looks up the name of the category in his own lexicon and 4.
transmits it to the hearer.
The hearer looks up the name in his lexicon and retrieves the category.5.
The hearer applies the category to the shared context to identify the 6.
topic and points to that object.
If the hearer’s topic is the same as the speaker’s, then the speaker sig-7.
nals success.
Otherwise the speaker signals failure and points to his original choice 8.
of topic.
The speaker and hearer update their internal memories based on the 9.
outcome of the game.

Speakers and hearers need a bidirectional associative memory (Kosko 1998) 
to store their lexicons, a way to categorize for discrimination, for example 
with discrimination trees or prototypes (Steels 1996), mechanisms to follow 
interaction scripts, as well as mechanisms for updating their inventories after 
a game, similar to those commonly used in reinforcement learning. Updating 
may imply that new words are added to the lexicon, the score of an association 
between a word and a category is increased or decreased, a new category is 
created, the prototype for a category shifts, etc. Note that both the categorical 
repertoire and the lexicon emerge simultaneously.

Computer simulations have now shown abundantly that well-chosen align-
ment operations carried out by each agent will give rise to global coherence 
(see Figure 16.2). Many solutions are possible (Oliphant 1997; Wagner et al. 
2003), ranging from a lateral inhibition dynamics which progressively increas-
es the score of winning associations and pushes down their competitors (Steels 
1995) to a more discrete dynamics that eliminates all competitors as soon as 
one association wins (Baronchelli 2006b), or a replicator dynamics in which 
there is a selectionist struggle between populations of lexical rules (Steels and 
Szathmáry 2008). In-depth mathematical investigations of the naming game 
exist that show under what conditions convergence occurs (Lenaerts 2005; 
De Vylder and Tuyls 2006). We understand many other aspects as well: (a) 
how naming game behavior scales with respect to its main parameters (the 
size of the population and the size of the category inventory that needs to be 
expressed) (see Figure 16.3, after Baronchelli et al. 2008); (b) what infl uence 
the agents’ network topology exerts, for example, in spatially or socially dis-
tributed naming games (Steels 1999; Lu 2008;  Dall’Asta 2006b); (c) what 
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influence stochasticity or population change has on the stability and evolution 
of the language (Steels and Kaplan 1998; Ke 2002).

Progress has also been made on the grounded naming game through actual 
robotic experiments, even though this poses immense additional challenges. 
Now the total semiotic cycle needs to be modeled and operationalized, includ-
ing perception, joint attention, and the physical behavior required for setting 
up a shared context or for providing additional feedback to repair a failed game 
(Steels 2003). Several experiments have now shown this to be entirely feasible; 
they provide a solid foundation for moving towards more complex language. It 
is therefore possible to say that today we understand quite well how a symbolic 
communication system may form. Note that in all these experiments, there 
is no role for the genetic coding of the communication system or selection 
based on the biological fitness of individuals. There is also no critical role for 
cultural evolution based on biased iterated learning. Cultural transmission hap-
pens automatically as a side effect in these models. New agents can be made 
to enter the population and others can be made to leave, introducing a kind of 
population flux. However, no new mechanisms need to be introduced to handle 
vertical transmission because incoming agents pick up the conventions of their 
peers quickly based on the diagnostic and repair strategies shown to be needed 
for the emergence of vocabularies in the fi rst place.

ommuni ti e su ess e t is e i on si e rig t is

dis su ess e i on si e 

Figure 16.2 Example of semiotic dynamics generated by language games in a popu-
lation of 10 agents self-organizing a lexicon to express 10 meanings. The X-axis shows 
the number of games played, each time only involving two agents; the Y-axis indicates 
communicative success as well as global size of the inventory. The lexicon overshoots 
initially because agents invent words for certain meanings not knowing that there are 
already other words for them in the population. In a second phase, agents align their 
inventories and reach an optimal lexicon of 10 words. We see that agents quickly reach 
100% success.
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The Guessing Game

In-depth naming game experiments have been carried out now for naming in-
dividual objects, i.e., objects which are sufficiently unique that they are con-
sidered individuals (Steels, Loetzsch, and Spranger, submitted), colors (Steels 
and Belpaeme 2005; Puglisi et al. 2008; Komarova 2007), spatial categories 
(Steels and Loetzsch 2008), or actions (Steels and Spranger 2008). Depending 
on the domain, we talk about the object naming game, the color naming game, 
the spatial naming game, or the action naming game. The naming game makes, 
however, one crucial assumption; namely that the semantic domain of catego-
rization is restricted and implicitly known to the agent. For the color naming 
game, agents are basically saying Point to the object whose color is red. The 
situation changes drastically if this framework is taken away, and results in the 
so-called guessing game (Steels and Kaplan 2002). The script for the guess-
ing game is similar to that of the naming game, but now agents are free to 
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Figure 16.3 Log–log plots showing the power law behavior of the naming game (af-
ter Baronchelli et al. (2008). N, the size of the population, is shown on the X-axis and 
tmax, the time when the number of words is maximum, and tconv, the time when the 
population reaches convergence, is shown on the Y-axis. Both show power law behav-
ior with exponent 1.5. The bottom graphs show the success curves which are S-shaped. 
The disorder-order transition is fastest for large N.
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use any semantic dimension or combination of dimensions. For example, in 
the talking heads experiment (Steels and Kaplan 2002)—the fi rst experiment
in grounded guessing games—color, size, position, or shape of objects in the 
world were all possible dimensions for finding distinctive categories or com-
binations of categories.

The guessing game introduces two additional challenges. First, agents are 
confronted with Quine’s “Gavagai” problem (Quine 1960), causing increased 
uncertainty for guessing the meaning of unknown words. This creates more 
complex semiotic dynamics and requires the use of heuristics to manage the 
combinatorial explosions that inevitably occur. Second, there is an opportunity 
for compositional language to emerge when combinations of categories need 
to be expressed (Van Looveren 1999). A compositional language means that 
several lexical items are used to cover the combination of categories rather 
than a single holistic coding. It can be shown that a compositional hierarchi-
cal language will arise when agents maximize the reuse of existing words (de 
Beule 2008), showing that overcoming the cultural transmission bottleneck 
(Brighton and Kirby 2001) is not the only way in which compositional coding 
may become selected over holistic coding.

The guessing game has now been studied intensely as well from the view-
point of computational, mathematical, and robotic experiments. The biggest 
challenge has been to set up a world and an interaction pattern between the 
agents so that certain types of meanings become relevant to identify the heuris-
tics that aid in category formation and the coordination of categories across the 
agents, and to set up the collective and individual search processes by which 
agents can establish agreements about the meaning of words. Figure 16.4, 
adapted from Wellens et al. (2008), shows the results of some recent guessing 
game experiments using real-world visual input captured by humanoid robots. 
The meaning of words is now a cluster of possible features, each of which has 
a score that can independently change. Many phenomena observed in human 
word meaning, such as the metaphorical extension of the use of a word or the 
gradual shifting of word meaning over time, appear as emergent phenomena 
in these experiments.

Grammatical Language Games

The naming game and the guessing game explore how an inventory of catego-
ries can form and become expressed in an emerging lexicon. Such communica-
tion systems do not yet require grammar. Grammar becomes necessary when 
we move up one level in semantic power to include predicates and arguments.
This is almost always necessary in description games, for example, where the 
speaker describes to the hearer the scene before both of them, and the game is 
a success if the hearer agrees that the description given by the speaker fi ts with
the current scene. For instance, a sentence like Jill pushes the block to Jack
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Figure 16.4 Each graph shows the scores of the various associations between a word 
and perceptually grounded categories for different sensory channels (width, height, lu-
minance, green-red, yellow-blue) in the lexicon of an agent playing guessing games 
with other members of a population of 25 agents (adapted from Wellens et al. 2008). 
We see how clusters of senses get associated with a word and there is constant evolution 
as word meanings fl exibly adapt to environmental needs and conventions emerging in 
the population.
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involves reference to a number of objects and events (Jill, Jack, the block,
push), which would already be handled by naming and guessing games, but to 
make it clear that it is Jill and not Jack who is pushing the block and that the 
block is pushed to Jack and not Jack to the block, additional information must 
be expressed beyond the meaning of individual words. Grammar is also neces-
sary if semantic power is increased further, up to the level of second-order se-
mantics, in the sense that some predicates operate over other predicates instead 
of individuals (Partee 2003). For example, an adverb, such as very in very big,
modifies the meaning of the adjective. It is not a predicate over objects. When
second-order semantics is introduced, the grammar not only has to signal what 
belongs to what but also what semantic function is intended. For example, the 
predicate green is used in green is a color, the green ball, a greenish blue, she
has a green fi nger, a greener tree, but with different semantic functions sig-
naled by different syntactic contexts.

The fi rst significant experiments with grammatical language games were 
carried out by Batali (1998) who constructed a simulation where agents were 
endowed with the capacity to construct sequential patterns that cover a combi-
nation of predicates disambiguating the predicate–argument relations between 
them and ways to combine patterns by an appropriate mapping of the variables. 
Batali used an exemplar-based learning technique for retrieving form-meaning 
associations, which most closely match the meaning to be expressed (in pro-
duction) or the form (in parsing). Exemplar-based or memory-based learning is 
a general learning technique that has been used successfully in a wide variety 
of problem domains. Agents align patterns because they tend to use the ones 
which occur most frequently in the population.

Other experiments in grounded grammatical languages, specifically for the 
formation of case grammars, have been reported (Steels 2004; Van Trijp 2008). 
These experiments start from a sophisticated vision system capable of inter-
preting, categorizing, and conceptualizing event structures (Steels and Baillie 
2003; Siskind 2001). They include diagnostics to detect the need for intro-
ducing grammar, for example, because certain predicate–argument relations 
need to be expressed explicitly to avoid ambiguity or misunderstanding (Steels 
2005b) or because combinatorial search needs to be avoided in parsing (Steels 
and Wellens 2006). The repair strategies possibly introduce or expand new 
syntactic or semantic categories as well as new constructions to express addi-
tional information or tighten the applicability of constructions with additional 
constraints. The same alignment strategies are used as in the naming game but 
are now at the level of the grammar. For example, if a grammatical construc-
tion could be applied and has led to a successful interaction, then the score of 
this construction and the different syntactic and semantic categories that were 
used is increased and competitors decreased (Steels et al. 2007).

An example of results from grammatical language experiments (taken from 
Van Trijp 2008) is shown in Figure 16.5. Here, agents play description games 
about events they have seen. Agents try to maximize communicative success 
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while minimizing cognitive effort; this is only possible if they express explic-
itly the roles of participants. Agents are set up to start with a kind of pidgin
English, in the sense that their lexicon already contains English words for the 
basic concepts in their ontology. Thus, we can follow more easily what is going 
on, much the same way that we can see the emergence of grammar quite clear-
ly in creole formation (Mufwene 2001). Diagnostics detect possible ambigui-
ties and repair strategies introduce markers of participant roles. The markers 
are random combinations of syllables. Alignment progressively coordinates 
both the language categories (semantic and syntactic) and the grammatical 
constructions. Initially, the markers are entirely ad hoc: there is a marker, e.g., 
for the pusher of a push-event, but agents always try to reuse existing material 
as much as possible. This progressively pushes the grammar towards a higher 
level of abstraction with markers now expressing semantic roles similar to 
“agent” or “beneficiary,” and the grammar now has a layer of syntactic catego-
ries that resemble cases like “nominative” or “accusative.”

Some sentences that appear in the example grammar experiment from 
Figure 16.5 are as follows:

(1) jack -fuitap jill -kezu walk-to
jack sem-role-3 jill sem-role-44 walk-to
“Jack walks to Jill.”
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Figure 16.5 Results from an experiment in which visually embodied agents play de-
scription games about scenes perceived through their cameras. They describe events for 
which the roles of participants need to be made explicit to avoid ambiguity or misun-
derstanding. Agents begin with ad hoc markers for specific roles (e.g., the pusher of a 
push-event) but then generalize to more abstract semantic roles. The graph shows how 
many verb-specific participant roles each case marker covers. For example, fuitap cov-
ers 8 roles after 600 games, but is in confl ict with other markers and in the end covers 
6 roles. The graph shows that there is a continuum between more specific and more 
generalized markers as the grammar unfolds.
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(2) house -payis move-inside boy -fuitap
house-1 sem-role-10 move-inside boy sem-role-3
“The boy moves inside house-1.”

(3) touch jill -fuitap house -ginah
touch jill sem-role-3 house-1 sem-role-29
“Jill touches house-1.”

Note that there is no word order in this artifi cial language except between the 
word for an object (like jack) and its marker (like -fuitap). -fuitap has been 
generalized over several specific participant roles to cover a more abstract role 
(sem-role-3).

Mathematical, computational, and robotic modeling of grammatical lan-
guage games is still in an early stage, but the first solid results are undeniable. 
Today, experiments are ongoing to examine how tense–aspect–mood–modality 
systems can arise, how there can be an emergent system of determiners, how 
grammars for second-order semantics can form, and how long-term dependen-
cies or anaphora may emerge. We can expect concrete results in the very near 
future, as complex technologies needed for the experiments become progres-
sively available and are mastered by an increasing number of researchers, and 
as our understanding of the cognitive processes required for the formation and 
sustenance of grammatical languages increases.

Fluid Construction Grammar

Although achieving situated embodied language games requires the operation-
alization of many cognitive capabilities, for the remainder of this chapter I will 
focus solely on the structures and processes that are directly relevant for gram-
mar. First, however, some initial remarks.

It is important to realize that information processing is always strongly de-
pendent on the choice of representations and the structure of the procedures 
used to achieve certain tasks. It is easy, for example, to look up the telephone 
number in a telephone directory, when the name is known, but it is practically 
impossible to find the name if only the telephone number is known. Likewise, 
the representation of the grammar and nature of the representations used during 
linguistic processing will determine whether a particular process will be feasi-
ble or not. Thus, generative grammar may make it possible to enumerate all the 
syntactic structures that may occur in a language, but to use the same grammat-
ical representation for parsing and production is not really possible because a 
lot of relevant knowledge is simply not expressed or only implicitly expressed. 
The same is true for learnability. The syntactic structure of human languages is 
often claimed to be unlearnable given the poverty of the stimulus. However, if 
we assume that learners are intelligent and use their cognitive capacities to their 
full extent, then the nature of the learning problem changes entirely. Learners 
can reconstruct and infer meaning beyond what they understand directly and 
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formulate strong hypotheses on the structure of the grammar. Moreover, dra-
matic progress in machine learning over the last decade has shown that much 
more can be learned than was previously thought possible.

Second, it has not turned out to be possible to take existing formalisms 
(such as minimalist syntax) or existing parsing and production procedures 
(such as push-down automata or chart parsing) “off the shelf” and apply them 
to implement the grammatical processing needed in language games where the 
grammar is evolving. Coping with grammars that are constantly undergoing
change and are not yet crystallized requires great fl exibility and fluidity in the 
application of a linguistic inventory. Agents are not trying to decide whether a 
sentence is grammatical but must extract as much structure as possible so that 
they can at least partially reconstruct its meaning. Because there is unavoidable 
variation in the population, each language user must keep track of many varia-
tions in his inventory and progressively decide on which one is dominant.

One of the formalisms developed for supporting experiments in grammati-
cal language games is fl uid construction grammar (FCG) (Steels 2004; Steels 
et al. 2005), which belongs to a class of recent formalisms that attempts to op-
erationalize the basic principles of construction grammar (Bergen and Chang 
2004). FCG uses a similar architecture as is commonly found in rule-based in-
ference systems, which is widely used for modeling problem solving in a large
variety of domains (Newell 1990). Without going into too much detail, I will 
outline the basics of FCG as they constitute a theory of what the neurobiology 
of language must provide.

Feature Structures

In the course of interpretation and production, all the information being accu-
mulated about the utterance must be collected in a data structure. In early syn-
tactic formalisms, such as phrase structure grammar, this data structure takes 
the form of a parse tree which implicitly represents the hierarchical structure 
and the ordering of constituents. This solution is not viable in the present con-
text, partly because a lot more must be represented than phrase structure, and 
partly because the implicit coding of hierarchy and ordering is not fl exible 
enough. An alternative approach, pioneered in unifi cation-based grammars
such as lexical–functional grammar (Kaplan and Bresnan 1982) or HPSG (Sag 
2006), is to code all information explicitly with attributes, values and relations, 
and represent it as feature structures.

In the FCG formalism employed in the grammatical language games dis-
cussed earlier, a feature structure decomposes into a semantic feature structure 
and a syntactic feature structure which are coupled together. They each consist 
of units roughly corresponding to lexical items. The same names are used for 
units in both so that rules can operate simultaneously over syntax and seman-
tics. The semantic structure contains information on the communicative goal 
that is to be reached and the conceptualization (meaning) that is going to be 
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conveyed explicitly to achieve the goal. Goals are decomposed into subcom-
ponents and meanings are split up and distributed over different lexical items. 
The semantic structure contains further information on the information struc-
ture being imposed (topic/comment), the re-categorization of the meaning in 
terms of language-specific semantic categories (such as semantic roles), etc. 
The syntactic structure contains information on the syntactic units, their hier-
archical relations, their syntactic functions, parts of speech, feature values for 
number, gender, tense, aspect, etc., as well as form constraints such as word 
order, agreement, intonation or stress patterns. Even for a simple sentence, a 
complete feature structure can take up a few pages.

Rather than representing words or phrases in their order of appearance, 
feature structures use predicates like “meets” or “precedes.” And rather than 
representing hierarchical structure implicitly, it is done with predicates like 
“syn-subunits” or “sem-subunits.” This explicit representation of hierarchy 
and ordering has a number of important advantages. First, the inventory of 
syntactic tools available in the language can be expanded by extending the set 
of possible predicates with which constraints on form are defi ned, rather than 
by changing the formalism. For example, if intonation becomes a carrier of 
meaning in the grammar (e.g., rising intonation for questions, falling intona-
tion for commands), then it suffices to introduce a predicate intonation contour,
and the grammar can make use of it. Of course intonation contour must be de-
tected in the input and reproducible in the output, but recent research in feature 
generation (Pachet 2007) and in the origins of sound systems (De Boer 2000) 
shows that this is entirely feasible. Because of this flexibility it is no longer 
necessary for a language to use word order as the main vehicle for syntax. 
If the word order in a particular construction becomes more restricted, then 
this can simply be represented by adding an additional word-order constraint 
to the construction involved and the remaining parts of the utterance can still 
have free word order. There is also much greater flexibility in processing. It is 
entirely possible to parse sentences whose word order does not strictly adhere 
to that which is expected by the standard grammar. Such a variation in the 
language would break typical phrase structure parsers but can be handled now 
easily as violations of specific constraints. Even free word order or discontinu-
ous phrases can be handled easily, and decisions on hierarchical structure can 
be postponed until enough evidence is available during parsing or production. 
Finally, no intricate movement operators are needed, because whatever infor-
mation had to be expressed by moving a constituent in the tree can simply be 
represented explicitly.

Because feature structures are “declarative” representations of all the infor-
mation that is required during language production or language comprehen-
sion, they are no longer so specialized compared to the kinds of representations 
which would be needed in other problem solving domains. For example, it 
would be entirely feasible to build a problem solver for spatial navigation that 
uses feature structures. It would then contain predicates for describing aspects 



Role of Cognition and Social Dynamics in Grammar Formation 359

of the environment, the hierarchical structure, and ordering of steps in the plan, 
possible solutions to subgoals.

Unify and Merge

Phrase structure formalisms represent the lexicon and grammar in terms of 
derivational rules, which give possible expansions of a tree, starting from an 
initial non-terminal category like S (sentence). This approach is not a viable 
solution in the present context partly because it is not flexible enough and 
partly because communication requires mapping meaning to form and form to 
meaning, rather than generating the set of possible syntactic structures in a lan-
guage. An alternative approach, also pioneered in unifi cation-based grammars,
is to view linguistic rules (lexical entries, syntactic and semantic categoriza-
tion rules, grammatical constructions) as constraints that license the inferential 
steps by which a feature structure is expanded until it contains enough informa-
tion to allow interpretation (in parsing) or rendering in speech (in production). 
Some constraints can be violated or new constraints can be abducted on the fl y 
by repair strategies to allow maximum flexibility (Steels 2004). Moreover all 
rules have a score which reflects the confidence of the agent in how far that rule 
has the highest probability to have success in the game, typically because it has 
most frequently been part of successful games in the past.

In FCG, the linguistic rules are represented the same way as feature struc-
tures with a semantic and a syntactic pole. The poles now have variables for 
some of their units or features. A rule is applied in a two-step process and the 
process is entirely analogous for parsing and production. In language produc-
tion the semantic pole is matched against the semantic part of the current fea-
ture structure and if they can be unified, (i.e., if a binding of the variables can 
be found such that the semantic pole becomes a subset of the current feature 
structure), then the syntactic pole is merged with the current feature structure 
after instantiating its variables. Conversely in language parsing, the syntactic 
pole of a rule is matched against the syntactic part of the current feature struc-
ture and if they can be unified, the semantic pole is merged with the current 
feature structure after instantiating its variables (Steels and de Beule 2006; see 
Figure 6 in VanTrijp 2008).

Starting from an initial feature structure representing the goal of commu-
nication and the meaning in the case of language production or the incoming 
utterance in the case of language comprehension, consecutive rule applications 
expand the feature structure until enough information is available to render the 
sentence (in production) or apply the meaning to the present context (in pars-
ing). It is unavoidable that there is a search process because there is usually 
more than one way to express the same meaning or more than one meaning 
for the same word or the same syntactic pattern. Speakers and hearers must be 
able to cope with variation and unstable grammars, so they must often entertain 
additional hypotheses, and they must try to apply rules even if their conditions 
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match only partially. Every rule has a score reflecting how strongly the agent 
believes this rule to be part of the common grammar, and heuristic search can 
be used guided by the score of the rules involved in the search path so far and 
on how well these rules are matching with the growing feature structure. After
a language game, the score of all rules that were used is updated using the same 
strategies as already pioneered for the naming game and the guessing game.

Once again, it is important to stress that the architecture of this system is en-
tirely similar to rule-based problem-solving systems which have been explored 
for hundreds of different domains, particularly in the context of knowledge 
systems (Russell and Norvig 2003).

Hierarchy

As in all grammar formalisms, there must be a way to handle hierarchical
structure. This is, at first sight, not so easy within a unifi cation-based feature
structure approach, particularly if the bi-directionality of rule application 
has to be maintained. The solution adopted in FCG is an operator (called the 
J-operator) (de Beule and Steels 2005), which triggers on parts of an existing 
feature structure, creates a new unit, adds the triggers to this unit, and possibly 
adds additional features. Units governed by this J-operator are ignored during 
the unify phase but they are enacted in the merge phase.

Thus to represent an English-like “ caused-motion construction,” as in He
swept the dust off the fl oor (Goldberg 1995), the semantic (left) pole could 
contain a semantic frame with units and constraints for the event (it has to be 
a caused motion), the agent (it has to be animate), the moving object (which 
has to be moveable), and the path of motion (which has to be a surface). The
syntactic (right) pole could contain word-order constraints expressed with the 
“meets” predicate (true if two units directly follow each other), agreement con-
straints (the subject’s and the verb’s number and person have to be equal), con-
straints on syntactic categories (the event has to be expressed with a a verb), 
and a syntactic frame with a role for subject, direct object and oblique.

In FCG style, a rule for this construction is represented in the expression be-
low, of the form “left-pole <=> right-pole”’ (see also Figure 16.6). It translates 
into the internal data structures that support the Unify and Merge operations 
during parsing or production. Variables are denoted with a question mark. Units 
for the subject and object are governed by a J-operator on the syntactic side.

(4) Construction: caused-motion
?top-unit
sem-subunits: {?unit-a ?unit-b ?unit-c ?unit-d}

?unit-a
sem-frame: {sem-role-agent(?unit-b,?obj-x)

sem-role-moveable(?unit-c,?obj-y)
sem-role-path(?unit-d,?obj-z)}

sem-cat: caused-motion
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?unit-b
referent: ?obj-x
sem-cat: animate-object

?unit-c
referent: ?obj-y
sem-cat: moveable-object

?unit-d
referent: ?obj-z
sem-cat: surface

(J ?unit-e ?top-unit)
sem-cat: description

<=>
?top-unit
syn-subunits: {?unit-a ?unit-b ?unit-c ?unit-d}
form {meets(?unit-b,?unit-a), meets(?unit-a,
?unit-c)

 meets(?unit-c,?unit-d)}
?unit-a
syn-cat: {part-of-speech(verb),

 agreement(?unit-a, ?unit-b, number),
 agreement(?unit-a, ?unit-b, person)}

syn-frame: syn-role-subject(?unit-b),
  syn-role-object(?unit-c),

syn-role-oblique(?unit-d)}
?unit-d
syn-role: syn-role-oblique

?unit-b
syn-role: syn-role-subject

?unit-c
syn-role: syn-role-object

(J ?unit-e ?top-unit)
syn-cat: sentence

Note the explicit representation of the semantic hierarchy  (with sem-subunits) 
and syntactic hierarchy (with syn-subunits) and of the word-order constraints. 
The construction establishes the correct co-reference relations between the ref-
erents of the pending constituents (denoted with ?obj-x, ?obj-y, ?obj-z) and the 
participant roles (agent, moveable object, path) of the caused-motion event. 
?unit-e is constructed through the J-operator both on the syntactic side and 
on the semantic side. It grabs together all the subunits that triggered the ap-
plication of this construction and pulls them together as a new subunit from 
the top-unit. Figure 16.7 shows an example of application with the following 
bindings from unification: ?unit-a . unit-1, ?unit-b . unit-2, ?unit-c . unit-3, and 
?unit-d . unit-4.
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Grammar Networks

 The final ingredient that turned out to be necessary for getting grammati-
cal language games off the ground is a network superimposed on lexical en-
tries and rules representing grammatical constructions. Sentences such as the 
following:

(5) (a) Jack sweeps the fl oor.
(b) Jack sweeps dust off the fl oor.
(c) Jack sweeps dust.
(d) The floor is swept by Jack.
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Figure 16.6 The Unify and Merge operators expand the coupled semantic (left pole) 
and syntactic (right pole) feature structures. Rules are constraints that are always appli-
cable in both directions. They are chained until a solution is found, guided by heuristic 
search based on the score of the rules, how well they are matching, how much they 
cover, etc.
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show that the same participant roles are not always expressed in the same way.
Variations occur depending on which participant roles are made explicit or 
to express additional aspects of meaning, such as the information structure 
(Lambrecht 1994). Thus, lexical items should be seen as introducing the possi-
ble participant roles. These roles are potentially realized with different abstract 
semantic roles or combinations of roles, and out of this potential, a grammati-
cal construction then selects a particular constellation (Goldberg 1995). All
of this can be handled by “rule networks” that link the different rules (lexical 
items and constructions) in the inventories of the agents (Figure 16.8). As the 
grammar evolves, this network is constructed and extended, and the scores of 
the links are updated based on success in the game (Van Trijp 2008). 

The various mechanisms discussed above are all components that can be 
used to have an operational grammar system that is adequate with respect to 
the kinds of phenomena observed in human languages. A large part, not further 
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Figure 16.7 Graphical representation of the caused-motion construction (left) as de-
fined in the text. It links a semantic frame for an event with an agent, moveable object 
and path, to a syntactic frame with subject, object and oblique. Application of this rule 
in parsing or production (shown on the right) combines all subunits under a new unit 
and adds information or modifies the feature structure.
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discussed due to space limitations, concerns the various repair  and alignment 
strategies that are needed to construct these rules. These strategies make use of 
meta-rules that specify how one particular area of grammar will be dealt with. 
They form a template for the construction of rules.  Much more research is 
needed to understand the processes by which strategies for new areas of gram-
mar originate. 

This very brief overview of technical issues in the representation and pro-
cessing of grammatical structures is not exhaustive but should give some idea 
of the complexities involved. We see that many issues that have been discussed 
in linguistics must be addressed. The main novelty here is that the grammar 
representation and grammatical processing must cope with constant change. 
All aspects of the grammar, therefore, need to have scores that are updated 
based on the outcome of language games, and the application of the gram-
mar needs to be very flexible, allowing the parsing as well as production of 
ungrammatical, incomplete or inadequate sentences which then get repaired 
by further interactions.

Implications for Biological Foundations

Let us now turn to a discussion of what can be learned from these models 
and experiments, particularly with respect to the questions of what language-
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Figure 16.8 Example of a rule network linking potential semantic roles suggested by 
lexical entries to constructions and their surface realizations. All these links are dynami-
cally updated based on repair and alignment strategies.
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specific constraints on neurobiology have to be genetically provided, what as-
pects of language can evolve in intergenerational cultural evolution, and what 
can be achieved by cognition and social interaction. Three aspects need to 
be considered:

The inventory for a specific language: the building blocks for construct-1.
ing meanings (e.g., the distinction between red and green), the syntactic 
and semantic categories (e.g., the distinction between nouns and verbs 
or agent and benefi ciary), the syntactic tools (e.g., word order, intona-
tion, tones, stress, morphology), and the possible grammatical construc-
tions (e.g., the Passive Construction, the di-transitive construction).
The highly complex mechanisms needed for 2. parsing and producing 
language, given a particular inventory (e.g., the machinery for detect-
ing the hierarchical structure in an utterance according to the grammar 
of a specifi c language.
The invention and learning mechanisms to expand the inventory of a 3.
particular language spoken in a particular community (e.g., mecha-
nisms for coercing an existing word into a new usage or for guessing 
and thus acquiring the meaning of an unknown word).

Most linguists of all schools (structuralist as well as cognitive) tend to assume 
that the mechanisms needed for language are highly specific and hence that at 
least Pts. (2) and (3) must be genetically determined. Much has been made of 
recursion (e.g., Fitch and Hauser 2004), even though the ability to make and 
execute recursive plans or recognize recursive structures is surely not restrict-
ed to language; neither does recursion require particular architectural “break-
throughs” when constraint-based grammar formalisms, such as FCG, are used. 
In contrast, the architecture of the language systems used by agents in language 
games studied so far is not substantially different from architectures developed 
for modeling problem solvers in other domains. The creation of a search space, 
the representation of intermediate states (using data structures like feature 
structures), the use of rules to license possible steps in the inference process, 
the need for heuristics to guide the search, the use of meta-level diagnostics 
and repair strategies, reinforcement learning and credit assignment, chunking
to speed up processing, and many of the other techniques, which have proven 
their worth in grammatical language game experiments, have all been devel-
oped and operationalized earlier in the context of problem solvers for other 
domains (Newell 1990). So the models and experiments reported here generate 
doubt about the idea that language-specific structures and processes need to be 
genetically coded.

Many linguists also assume that the structures used in a particular language 
are too complex to be induced from impoverished data, and hence that lan-
guage learners must come to the task with rich prior innate knowledge of pos-
sible language structures (e.g., of what inventory of syntactic and semantic 
categories might be expected or what kinds of constructions might occur) or 
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at least with very strong biases in their learning algorithms that will then show 
up through intergenerational cultural evolution. If that is the case then there is 
indeed an important role for genetics in Pt. (1) as well. Language must then 
have evolved primarily through genetic evolution and natural selection, with 
an important additional role for cultural intergenerational transmission.

The experiments reported here, however, argue for the opposite point of 
view. It appears entirely possible that language-like communication systems 
get established using the sophisticated human problem-solving and social co-
ordination capacities that are also observed in other domains of human intel-
ligence. The empirical data gathered by language typologists and historical 
linguists show that there is huge variety, which is difficult to capture in a fi xed 
“universal” inventory (Haspelmath 2007; Talmy 2000), and that language sys-
tems appear to change all the time (Labov 1994), even in terms of what lin-
guistic categories they employ or what syntactic tools they use (Brenier 2006; 
Vankemenade 1987). Socio-cognitive models suggest how new concepts, new 
syntactic and semantic categories, new lexical and grammatical materials, 
new constructions, or new syntactic tools can arise through generic cognitive 
processes and how they can propagate in a population based on alignment. 
Data of the actual evolution of human languages can be used as a way of em-
pirically validating which cognitive mechanisms are being used (Heine 1997). 
Experiments, such as the one in the formation of case grammars reported here, 
are beginning to demonstrate this very concretely. Remarkably, no role for lan-
guage-specific genetics or intergenerational cultural transmission was needed 
to see the formation of a case grammar, including the system of semantic roles 
and syntactic cases and their markings.

The socio-cognitive approach to language does not imply that there is a 
complete tabula rasa; to the contrary, it assumes a rich battery of cognitive 
mechanisms (problem-solving skills, representational structures, inference, 
learning mechanisms, social interaction patterns, etc.). It also does not imply 
that a single generic learning mechanism (e.g., recurrent neural networks) is 
able to do the job, rather it implies that a rich collection of learning techniques 
are necessary, including the induction of regularity from data, the constructive 
formulation and subsequent testing of hypotheses, the use of analogy, rein-
forcement learning, feature generation, memory-based learning, etc. In addi-
tion, the socio-cognitive approach does not imply that there is no role at all for 
genetics. Obviously, human neurobiology must support the enormous complex 
and demanding information processing that is necessary for this task. The “bi-
ological hardware” that supports the mental faculties and activities implicated 
in language must have undergone positive selection. What we are talking about 
here, however, are very gross features of brain architecture and functioning, 
such as increased growth in available memory or flexible “cabling” to allow in-
formation flow from any part of the brain to any other part, rather than a highly 
specific coding of linguistic information or highly specialized mechanisms for 
handling recursion.
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The human language faculty is often conceived as a genetically determined 
modular organ. The models discussed here suggest instead that the human lan-
guage faculty should be conceived as a dynamic configuration of brain mecha-
nisms, which grows and adapts, like an organism (Szathmáry 2001), recruiting 
available cognitive/neural resources for optimally achieving the task of com-
munication (i.e., for maximizing expressive power and communicative suc-
cess while minimizing cognitive effort in terms of processing and memory). 
The mechanisms are not specific for language, but need to be recruited and 
configured dynamically in the service of language by each individual anew 
(Steels 2007).

One example of recruitment concerns egocentric perspective transformation 
(computing what the world looks like from another viewpoint). This activity is 
normally carried out in the parietal-temporal-occipital junction (Zacks 1999) 
and used for a wide variety of nonlinguistic tasks, such as prediction of the be-
havior of others or navigation (Iachini and Logie 2003). All human languages 
have ways to change and mark perspective (as in “your left” versus “my left”), 
which is only possible if speaker and hearer can conceptualize the scene from 
the listener’s perspective—if they have recruited egocentric perspective trans-
formation into their language system (Steels and Loetzsch 2008). Another ex-
ample of a universal feature of human languages is that the emotional state of 
the speaker can be expressed by modulating the speech signal. For example, 
in the case of anger, the speaker may increase rhythm and volume, use a high-
er pitch, a more agitated intonation pattern, etc. This requires that the neural 
subsystems involved in emotion (such as the amygdala) are somehow linked 
into the language system so that information on emotional states can infl uence 
speech production and that information from speech recognition can fl ow to-
wards the brain areas involved with emotion.

Conclusions

This chapter has examined the role of cognition and embodied, situated so-
cial interactions in the origins and evolution of language. A very brief survey 
was presented of various models and experiments that have been developed 
to explore this role. They show that we are beginning to understand better 
what cognitive processes and interaction patterns may give rise to communica-
tion systems that are increasingly closer to human natural languages. Although
many more issues need to be explored, this line of work already suggests quite 
clearly that there might be a much smaller role for genetics and intergenera-
tional cultural transmission than previously assumed, and that a population of 
individuals with cognitive capacities similar to those found in humans can in-
vent and coordinate a communication system rather quickly if the need arises.

A number of conclusions can be drawn with respect to the biological pre-
requisites and origins of language. The first neurobiological prerequisite for 
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language is that massive amounts of processing and storage capacities must be 
available to sustain the enormously complex information processing required 
for language. Language requires capacities comparable to about a million pres-
ent-day computers linked in dense high speed networks and reaching peta-fl op 
performance. Moreover, these capacities are embedded in a body that has mil-
lions of sensors and actuators with extremely fine-grained rapid control. The
second prerequisite is that neural pathways must be able to grow across many 
different areas of the brain so that information can flow quickly to all areas 
that are participating in language. The third prerequisite is remarkable plas-
ticity. Different processing areas and capacities must be able to be recruited 
into the language faculty. Instead of highly specialized brain areas and strong 
genetic coding of language, socio-cognitive models suggest just the opposite. 
They demonstrate that flexibility, plasticity, and adaptive reconfi guration of
a broad repertoire of powerful but generic cognitive mechanisms must have 
been crucial to get language off the ground, once human populations were able 
to engage in the kind of cooperative social interactions that form the ultimate 
basis of verbal communication.
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What Can Formal or 
Computational Models 

Tell Us about How (Much) 
Language Shaped the Brain?

Ted Briscoe

Abstract

I review arguments for and against language-specific learning bias or constraint on 
human languages in the light of recent claims that innate constraints are not necessary 
to account for human language acquisition and that putative linguistic universals could 
be the result of convergent linguistic evolution. I argue that grammar-specific bias is 
essential for any psychologically feasible and precise account of language acquisition 
and that, recent simulation work notwithstanding, genetic assimilation remains the most 
evolutionarily plausible mechanism for its emergence in the linguistic environment of 
adaptation.

Introduction

In this chapter, I expand on and update the arguments presented earlier (Briscoe 
2003) on the evolutionary emergence and maintenance of an innate language
acquisition device (LAD). By a LAD, I mean nothing more or less than a learn-
ing mechanism which incorporates some language-specific inductive learning 
bias in favor of some proper subset of the space of possible grammars.1 The 
existence of an innate LAD has remained controversial, and it is certainly the 
case that many arguments that have been proposed in its favor are questionable 

1 The term, LAD, is taken from Chomsky (1965a). In more recent work, it has been dropped 
in favor of Universal Grammar (e.g., Chomsky 1981), refl ecting the increasing focus on con-
straints on the space of learnable grammars. Here I stick to the older term, as I believe that it 
is only possible to evaluate empirically claims about UG when they are embedded within a 
precise account of the acquisition of grammar.
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or wrong (e.g., Pullum and Scholz 2002; Sampson 1989, 1999; Lappin and 
Shieber 2007). However, I will still argue that all adequate extant models of 
language acquisition do presuppose a LAD in the sense noted above. These ar-
guments put the onus on nonnativists to demonstrate an adequate, detailed and 
precise account of the acquisition of grammar which does not rely on a LAD.

Chomsky has consistently downplayed the role of evolution in the emer-
gence of an LAD, emphasized the discontinuities between human language 
and animal communication systems, and speculated that the LAD arose as a 
result of a macromutation or saltationist jump, even in his most recent work 
(e.g., Hauser et al. 2002). Pinker and Bloom (1990) developed an account of 
the gradual evolutionary emergence of the LAD via genetic assimilation (or in 
their terms, the Baldwin effect). More recently, Briscoe (1997), Deacon (1997), 
and others have argued that languages themselves are adaptive systems and 
that the universal constraints on grammar that underpin much argumentation
for the LAD can be explained as a consequence of convergent evolution under 
similar linguistic selection pressure. I will argue, however, that this important 
insight does not undermine the existence of the LAD, though it certainly un-
dermines arguments for the LAD based solely on the existence of linguistic 
universals.

Genetic assimilation is a neo-Darwininan mechanism (e.g., Waddington
1942) by which organisms can appear to inherit acquired characteristics 
though, in fact, it is changes in their behavior or more generally their environ-
ment (e.g., niche construction) which create novel selection pressures and thus 
cause information to be assimilated into the genome.2 Genetic assimilation of 
grammatical information exemplified in the environment of adaptation of the 
LAD potentially would facilitate more rapid and robust acquisition of gram-
mar by first language learners. Thus, if mastery of language increases fi tness, 
we might expect natural selection to improve language learning. I have argued
(e.g., Briscoe 2005) for a coevolutionary account incorporating this process 
in which natural languages are treated as complex adaptive systems undergo-
ing often conflicting selection pressures, only some of which emanate from 
the LAD or indeed more general cognitive mechanisms, and where the LAD 
itself evolved via genetic assimilation in response to (proto)languages in the 
environment of adaptation.

In terms of Kirby et al. (this volume, Figure 15.2), the question we are 
considering is whether it is appropriate to add a further arrow to their dia-
gram depicting the interaction of natural selection and linguistic selection 
which “closes the loop” between natural selection for cognitive machinery 
and the linguistic environment created via cultural transmission, as illustrated 
in Figure 17.1. Thus I am not arguing that cultural evolution and linguistic 

2 I have reviewed the evidence for genetic assimilation in areas other than language evolution 
elsewhere (e.g., Briscoe 2003). For a recent more extensive review and discussion, see Pigli-
ucci et al. (2006).
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selection have not had a profound effect on the nature of natural languages, 
nor that many if not most linguistic universals have emerged as a consequence 
of cultural or linguistic selection for more learnable or otherwise cognitively 
or socially advantageous linguistic forms or constructions. The only question I 
will consider is whether genetic assimilation of language-specifi c grammatical
information into the LAD is also plausible given the coevolutionary scenario 
entailed by Figure 17.1. In particular, I discuss the extent to which formal or 
computational models could and do contribute to an answer to this question.

I do not intend to revisit all the arguments for and against genetic assimila-
tion, reviewed in Briscoe (2003), or to review the various models discussed 
there again. Instead, here I focus on some recent arguments, sometimes sup-
ported by models and simulations against genetic assimilation of linguistic 
information. Before addressing these arguments, I will define grammatical ac-
quisition and present a Bayesian account of the task.

Grammatical Acquisition

In Briscoe (2003), I discuss five desiderata that adequate accounts of gram-
matical acquisition during first language learning must satisfy:

Coverage of attested grammatical constructions.1.
Realistic input to the learner consisting of a finite, positive, but partly 2.
noisy sample from the target language.
Realistic contex tual enrichment of this sample with only partial, noisy 3.
representations of the form-meaning mapping.
Selectivity in which a consistent grammar is acquired and random 4.
noise is rejected.

Figure 17.1 The emergent linguistic environment potentially creates new (natural) 
selection pressures on our cognitive machinery

Biological evolution
by natural selection

Individual cognitive
machinery

Universal properties
of syntaxCultural evolution

Genetic Assimilation
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Accuracy in which the acquired grammar captures the form-meaning 5.
mappings of the target grammar; that is, learners do not “hallucinate” 
or invent grammatical properties regardless of the input, though they 
do (over)generalize and, in this sense, “go beyond the data.”

If accuracy is defined in terms of formal learnability from realistic, fi nite, posi-
tive but noisy sentence-meaning pairs over a hypothesis space with adequate 
coverage, even when drawn from a single stationary target grammar, then in-
ductive bias in the acquisition model is essential.3

The term inductive bias is utilized in learning theory to characterize both 
hard constraints on the hypothesis space considered by a learner, usually im-
posed by a restricted representation language for hypotheses, and soft con-
straints which create preferences within the hypothesis space, usually encoded 
in terms of cost metric or prior probability distribution on hypotheses (e.g., 
Mitchell 1997, p. 39f). Bayesian probabilistic learning theory is a general do-
main-independent formulation of learning (for an introduction, see Mitchell 
1997, p. 154f) that relies on statistical inference and can thus cope with noise. 
Bayes’s theorem provides a general formula and justification for the integra-
tion of prior bias with experience:

P H D
P H P H D

P D
� 	 
 � 	 � 	

� 	
. (17.1)

We compute the posterior probability of a hypothesis, H, given some data, D,
by multiplying the prior probability of the hypothesis by its likelihood given 
the data, and normalize to obtain a probability by dividing the result by the 
overall probability of the data. We typically choose the hypothesis with the 
highest posterior probability. If we do not need to know this exact probability 
we can skip the normalization step and simply choose the highest value hy-
pothesis after multiplying prior and likelihood:

H P H P D H
 � 	 � 	arg max . (17.2)

The most general formulation of learning in this framework (Kolmogorov 
Complexity) posits a learner able to learn any generalization with a domain-
independent bias (the so-called “universal prior”) in favor of the smallest, 
most compressed hypothesis (e.g., Li and Vitanyi 1997). However, nobody 
has demonstrated that this general formulation could, even in principle, result 
in a learning algorithm capable of accurately acquiring a specifi c grammar
of a human language from realistic input. However, there have been many 
demonstrations that grammars from more restrictive though infi nite hypothesis

3 See also Lappin and Shieber (2007) and Nowak et al. (2002) for related discussions of learning 
theory, where similar conclusions are drawn.
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spaces, such as the class of context-free grammars (CFGs), can be acquired 
given a general bias in favor of the smallest or most probable hypothesis (e.g., 
Horning 1969). When such a general bias is applied to a domain-specifi c and
restrictive representation, it will create bias in favor of certain form-meaning 
mappings. This is where domain-specific inductive bias appears to be unavoid-
able if the desideratum of learning accuracy is to be met. Thus, this is the basis 
upon which a LAD is unavoidable in any adequate account of grammatical 
acquisition. To relate this back to the equations above, if the space of possible 
hypotheses, H, is that of unrestricted rewrite rules or Turing machines, then we 
might argue reasonably that we have a domain-independent inductive bias. On 
the other hand, if this space is defi ned as the (infi nite) class of context-free or 
indexed grammars, which cannot express some types of possible dependencies 
within sequential strings and thus some possible mappings between meaning 
and form, then we are positing a LAD, possibly with additional soft bias deriv-
ing from the prior.

Gold’s (1967) original negative “in the limit” learnability results are found-
ed on the intuition that any amount of finite, positive data from a target gram-
mar in a class containing grammars capable of generating an infinite set of 
sentences is always compatible with a hypothesized grammar generating all 
and only the data seen so far and also with any one of a potentially infi nite set
of other grammars from the candidate class which generate some superset of 
the learning sample. Notwithstanding more recent developments in learnabil-
ity theory and machine learning (e.g., Nowak et al. 2002; Lappin and Shieber 
2007), this basic point still holds. A prior distribution or cost metric encoding a 
preference, for example, for smaller, more compressed grammars will, in gen-
eral, select a single grammar which predicts the grammaticality of a specifi c 
superset of the learning sample. The exact form of the representation language 
in which candidate grammars are couched and/or the addition of factors other 
than just size to the prior distribution or cost metric will determine which of 
the potentially infinitely many grammars generating a superset of the learning 
sample is selected by the learner.

Consider a potential class of languages consisting of clauses constructed 
from a verb (V), a subject (S), and an object (O), where S and O are always 
realized as single (pro)nouns (N) or as noun phrases (NP) consisting of a noun 
and a (relative) clause; the S and O labels are a shorthand for the mapping from 
forms to meanings (in this instance, just predicate–argument structure). By 
stipulation, there is one root clause per sentence and all relative clauses (RCs) 
modify the immediately preceding or following N. Potentially, grammatical 
sentences in this class of languages can consist of any infinite sequence of 
Ss, Vs, and/or Os, where we will use subscripts to indicate which S or O is an 
argument of which V, when there is more than one V in a sentence. Thus, any 
clausal ordering of S, O, and V is possible, as well as any arrangement of root 
and relative clauses:
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(1) (a) SiViOiSjVjOj (e.g., cats like dogsi whoi like cats) 
(b) SiViOiSjVjOj (e.g., whoi like dogs catsi like cats) 
(c) SiVjOjSjViVkOkSkOi (e.g., catsi like dogs whoi like eat mice whoj catsj).

These examples illustrate that post-and prenominal relative clauses with 
clause-initial and clause-final relative pronouns are all potentially grammatical 
sequences. A learner over CFGs with preterminals N and V will be capable, in 
principle, of acquiring any target grammar in this space. Suppose that the learn-
er prefers, a priori, the smallest grammar compatible with the input, defi ned as
the grammar with the least number of nonterminals and the least number of 
rules with the least number of daughters (where each nonterminal and rule 
costs one and each daughter of each rule costs one). Then a learner exposed to 
a sample of unembedded SVO sequences and (1a) might learn the grammar:4

(2) (a) Sent → NPS V NPO

(b) NP → NP Sent 
(c) NP → N.

This grammar has a cost of 2 for nonterminals, 3 for rules, and 6 for daughters 
(making 11), and predicts the grammaticality of postnominal subject-modify-
ing relative clauses and of center-embedded and right-branching sequences of 
relative clauses. (Given this cost metric, the learner could equally well learn 
a nonrecursive variant of (2b) with N substituted for NP as leftmost daugh-
ter.) Without the preference for smaller grammars, as defined above, a learner 
might have acquired the less predictive grammar:

(3) (a) Sent → NS V NO

(b) Sent → NS
i Vi N

O
i N

S
j Vj N

O
j.

This grammar has a cost of 1 for nonterminals, 2 for rules, and 10 for daughters 
(making 13), and it does not predict the grammaticality of subject-modifying 
relative or multiply-embedded relative clauses. Moreover, a cost metric which 
assigned a cost of 2 to each rule would also select (3) in preference to (2).5

4 Once again, I use superscripted S and O and subscripted indices to show the mapping to pred-
icate–argument structure and leave implicit that required to characterize the predicate–argu-
ment structure of sentences containing relative pronouns. The details of how this mapping is 
actually realized formally are not important to the argument, but either a rule-to-rule semantics 
based on the typed lambda calculus or a unification-based analogue would suffi ce.

5 This point is not new, of course. Chomsky (1965a, p. 38) recognized the need for an evaluation 
measure based on simplicity to choose between grammars during language acquisition, and 
others criticized the arbitrariness of such measures. The Kolmogorov Complexity (e.g., Li and 
Vitanyi 1997) and the related Minimum Description Length (MDL) principle (e.g., Rissanen 
1989) provide a less arbitrary metric based on the cost of compressing a hypothesis. The MDL
principle can be, and has been, applied to grammatical acquisition (e.g., Ristad and Rissanen 
1994), but once again coupled with restricted hypothesis representation languages. These com-
plexities are ignored here to keep the example simple as they do not alter the fundamental 
point about the domain specificity of cost metrics or prior distributions defined over restricted 
hypothesis representation languages.
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If the input also includes (1b), containing a prenominal subject-modifying 
relative clause, then a learner utilizing grammar (2) might acquire a further 
right-recursive rule analogous to (2b), predicting complementary distribution 
of pre-and postmodifying relative clauses. A learner utilizing (3) might acquire 
a further rule analogous to (3b), predicting only subject-modifying prenominal 
relative clauses.

Example (1c) provides evidence for a root SVO language containing post-
nominal VOS relative clauses. A learner with no cost metric might well acquire 
a grammar with a rule analogous to (3b) with 9 daughters predicting this and 
only this exact sequence. A learner with the cost metric exposed to SVO unem-
bedded sequences and (1c) would acquire grammar (4) with a total cost of 16:

(4) (a) Sent → NPS V NPO

(b) RC → V NPO NPS

(c) NP → NP RC 
(d) NP → N.

Thus, this learning model predicts that mixed root and embedded constituent 
orders is a dispreferred or more marked option that will only be adopted when 
the learner is forced to do so by positive evidence.

By contrast, if the learner represents the class of context-free languages in 
ID/LP notation instead of standard CFG, acquiring immediate dominance (ID) 
rules independently of linear precedence (LP) rules (e.g., Gazdar et al. 1985) 
but utilizing a similar cost metric which also assigns a cost of one to each LP
rule, then the preference ordering on specific ID/LP grammars predicts that 
order-free variants of the above grammars with no LP rules will be preferred 
and that the inclusion of examples like (1b) or (1c) in the input will not alter 
the learner’s hypothesis. Thus, by changing the hypothesis representation lan-
guage but keeping the cost metric the same, we create inductive bias in favor 
of different grammars which generalize in different ways from the evidence. 
Similarly, by keeping the representation language the same but modifying the 
cost metric, we can also create differing inductive biases.

The Bayesian learning framework also provides a general and natural way 
to understand and model how stronger grammar-specific inductive biases 
might have come to be integrated with the LAD, in terms of the evolution of 
increasingly more accurate prior distributions over the hypothesis space with 
an ever better “fit” with languages in the environment of adaptation. Cosmides 
and Tooby (1996), Geisler and Diehl (2003), and Staddon (1988) argue in de-
tail that Bayesian learning theory is an appropriate framework for modeling 
learning in animals and humans, and that evolution can be understood within 
this framework as a mechanism for optimizing priors to “fit” the environment 
and thus increase fitness. Thus, it provides a framework for making precise 
the effects of genetic assimilation, as will be detailed later. Cost metrics ap-
plied to such restricted hypothesis representation languages entail that learners 
will “go beyond the evidence” in different ways and, thus, will have different
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specifically linguistic inductive biases (i.e., different mappings between form 
and meaning). However, learners without cost metrics, or equivalently prior 
distributions, cannot acquire target grammars accurately, as Gold’s (1967) and 
Horning’s (1969) work demonstrated.

All extant models which learn form-meaning mappings assume a LAD be-
cause they utilize prior distributions or cost metrics defined over restricted hy-
pothesis representation languages selected to facilitate encoding of grammars 
for human languages. The onus is on nonnativists to develop a precise account 
of grammatical acquisition which meets the above desiderata and does not 
utilize a LAD in this sense. Work utilizing simple recurrent neural networks 
(RNNs) or other forms of statistical classification, purporting to address issues 
of grammar learning, is largely irrelevant as such models can at most learn 
to classify segments of the input and/or predict the class of the next unit of 
input. They do not learn a form-meaning mapping that requires the ability to 
construct a relational encoding using two-place predicates over constituents or 
lexical heads, such as “subject-of,” “object-of,” and so forth

Independently of these logical and theoretical arguments, there is psycho-
linguistic evidence that human language learners are biased in linguistically 
specific ways. There are learning stages in which overgeneralization of regu-
lar morphology is common, tense is assigned to auxiliaries and main verbs 
in subject–auxiliary inverted constructions, and so forth. While the exact 
interpretation of such phenomena is a matter of complex analysis within a 
theoretical framework, psycholinguists most often describe them as linguisti-
cally specific biases. For instance, Wanner and Gleitman (1982, p. 12f) argue
that children are predisposed to learn lexical compositional systems in which 
“atomic” elements of meaning, such as negation, are mapped to individual 
words. This leads to transient production errors where languages, for example, 
mark negation morphologically.

In summary, the onus is on nonnativists to define an effective grammar 
learning procedure which meets the desiderata outlined in the opening para-
graph of this section. Until this is done, we must continue to assume that gram-
mar learning requires at least a weak inductive bias able to choose between 
different form-meaning mapping rule sets (grammars) which predict the gram-
maticality of different supersets of the learning data.

Linguistic Evolution

Linguistic evolution proceeds via cultural transmission (primarily, fi rst lan-
guage acquisition) at a faster rate than biological evolution. The populations 
involved are generally smaller (speech communities, rather than entire species), 
and language acquisition is a more flexible and efficient method of informa-
tion transfer than genetic mutation. Clearly, vocabulary learning and, at least, 
peripheral grammatical development are ongoing processes that last beyond 
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childhood, so that linguistic inheritance is less delineated or constrained than 
the biological mechanisms of genetic evolution. Several consequences emerge
from the evolutionary account of languages as adaptive systems which must be 
taken into consideration by any plausible account of grammar learning. First, 
several researchers have considered what type of language acquisition proce-
dure could not only underlie accurate learning of modern human languages but 
also predict the emergence of protolanguage(s) with un-decomposable form-
meaning correspondences and the (subsequent) emergence of protolanguage(s) 
with decomposable (minimally grammatical) sentence-meaning correspon-
dences (e.g., Oliphant 2002; Kirby 2002; Brighton 2002). They conclude that 
the language acquisition procedure must incorporate inductive bias resulting in 
generalization, and consequent regularization of the input, in order for repeat-
ed rounds of cultural transmission of language to regularize random variations 
into consistent and coherent communication systems.6 Second, the account of 
languages as adaptive systems entails that linguistic universals no longer con-
stitute strong evidence for a LAD. Deacon (1997), Briscoe (1997), and others 
make the point that universals may equally be the result of convergent evolu-
tion in different languages as a consequence of similar evolutionary pathways 
and linguistic selection pressures.

Zuidema (2003) has argued, following Deacon (2007), that if languages 
have evolved to be learnable this undermines the learnability arguments of 
Nowak et al. (2002), which hold that for speech communities to evolve, the 
probability of children being able to learn a target grammar must be higher 
than a “coherence threshold,” below which no single communal grammar, and 
thus language, can be maintained. Zuidema presents a simulation of an iter-
ated learning model in which early generations of learners do not acquire the 
target language, but a compression-based prior bias for small CFGs leads to the 
evolution of languages which can be acquired accurately by this learning pro-
cedure. Thus over generations, the population of learners evolves languages 
which meet the coherence threshold even though the starting conditions do not. 
To achieve this result, Zuidema must assume that the learners in his popula-
tion come equipped with an invariant learning algorithm equivalent to that of 
Horning (1969), as a prior bias for small stochastic CFGs is equivalent to a 
compression-based learner of CFGs (e.g., Rissanen 1989). Thus, contrary to 
his claims, the model does not really address Gold’s “in the limit” negative re-
sults, because of the assumed inductive bias for smaller grammars. The model 
does, however, show very elegantly how the fit between languages and prior 
bias is predicted to become very close in many if not all such models (e.g., 

6 Newport (1999) reports the results of experiments on sign language acquisition from poor and 
inconsistent signers which clearly exhibit exactly this bias to impose regularity where there is 
variation unconditioned by social context or other factors.



378 E. J. Briscoe 

Griffi ths and Kalish 2007; Kirby et al. 2007).7 The question I wish to address 
here is where might this grammar-specific bias have originated, given that it is 
evolutionarily implausible to assume that it simply emerged de novo before the 
emergence of (proto)language.

Genetic Assimilation

Although Pinker and Bloom (1990) and many others use the term Baldwin
effect, I prefer Waddington’s (1942, 1975) notion of genetic assimilation to de-
scribe the process by which changes in the behavior of a population (i.e., niche 
construction) can cause changes to the environment of adaptation and thus 
create novel selection pressures on that population. Unlike Baldwin, and oth-
ers writing before the modern synthesis, Waddington was able to demonstrate 
experimentally with fruit flies that environmental changes and artifi cial selec-
tion for flies that responded in a phenotypically specific way to such changes 
results in canalization of the response in which phenotypic plasticity gave way 
to a genetically encoded invariant response in the evolved population, which 
no longer relied on the original environmental stimulus.8

Deacon (2003a and unpublished) argues that in addition to the unmasking
of genes to novel selection pressure demonstrated by Waddington, niche con-
struction may also mask selection for other genes. He gives the example of the 
loss of the ability in the primate lineage to synthesize ascorbic acid internally 
as a consequence of masking of selection for a gene which coded for a protein 
essential to this process after adoption of a diet containing fruit, and thus an 
external supply of ascorbic acid. Deacon characterizes the process of genetic 
assimilation as the unmasking of selection pressure on genes coding for cogni-
tive neural mechanisms (e.g., the LAD) as a consequence of niche construction 
(e.g., the emergence of (proto)language). However, he argues that masking 
of selection on the genes coding for neural mechanisms and their consequent 

7 Kirby et al. (2007) argue, contra Griffiths and Kalish, that cultural transmission in the form 
of an “information bottleneck” (i.e., exposure to a fi nite positive sample of a language which 
doesn’t completely determine the target grammar) can overcome prior bias for learners who 
select the most probable grammar rather than selecting a grammar with a bias determined 
by the posterior probability distribution over grammars. However, this result is questionable 
given the need for noise in linguistic production which essentially reincorporates the effect of 
posterior biased selection of a grammar in the original simulation.

8 Longa (2006) argues, rather incoherently, that I resort to Waddington’s mechanism of genetic 
assimilation to motivate my account of the emergence of a LAD via the Baldwin effect. He 
claims that I conflate the two processes and that somehow my arguments and simulation model 
rest on the parity of the two processes. In fact, I only refer to the Baldwin effect at all because 
of its widespread use by others to mean something like genetic assimilation where phenotypic 
plasticity is supplied by a within-lifetime learning mechanism. I am not particularly concerned 
with the premodern synthesis speculations of Baldwin and others or with the various (re)inter-
pretations of these speculations, and the coevolutionary model and account of the emergence
and maintenance of the LAD in no way rests on them.
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“relaxation” is a more plausible explanation for our linguistic abilities because 
“highly distributed synergistic organization emerges from this type of process” 
and because “epigenetic parsimony” entails that the genes should only encode 
what cannot be offloaded to “self-organizing developmental processes” in in-
teraction with the environment.

If Deacon is right (and the analogy with the development of more complex 
song in the Bengalese finch is certainly compelling), then masking in the lin-
guistic niche means that we evolved into a “degenerated ape” rather than a 
more finely adapted one. However, even under this scenario, “stabilizing selec-
tion” for the suite of epigenetic responses to linguistic stimuli is still required 
for maintenance of our language learning abilities. So under this scenario, ge-
netic assimilation still plays a role, but a reduced one in which the emergent
complexity of language and its acquisition is more a consequence of seren-
dipitous synergies among various less-constrained epigenetic developmental 
processes, rather than of active selection for a genetically encoded LAD. One 
possible problem with this account is that it relies on synergies whose prob-
ability may not turn out to be much higher than those required by saltationist 
accounts of the emergence of the LAD (Pinker and Bloom 1990). Whether one 
places the emphasis more on masking or unmasking, it is hard to see why this 
would impact on the issue of language specificity given the arguments above. 
Deacon endorses the simulation and modeling work of Yamauchi (e.g., 2001) 
apparently undermining the plausibility of genetic assimilation. However, in 
my own modeling work (Briscoe 2005), replicating Yamauchi’s decorrelation 
of genotypic and phenotypic space within a coevolutionary model of the evo-
lution of the LAD and of languages themselves, I showed that these results 
rest more on the simplifying assumptions of his model than on any substan-
tive extension of Mayley’s (1996) original work on decorrelation and genetic 
assimilation. I believe the distinction between an unmasking and a masking 
account reduces to one of causation in an evolutionary (pre)history to which 
we have only very indirect access. Either way, there is a critical role for genetic 
assimilation and, on balance, I believe current evolutionary theory suggests 
unmasking (i.e., genetic assimilation) would play the larger causative role in 
the development of novel traits.

Models and Simulations

The value of formal modeling and computational simulation of linguistic evo-
lution and of associated cognitive neural evolution is that it can lend greater 
precision to argumentation concerning interactions between at least two com-
plex and only partially understood domains. However, if a model supports a 
particular argument, this does not mean the argument is correct. Rather the 
required precision and detail needed to make a particular prediction exposes 
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the assumptions, some perhaps implicit, whose plausibility can then be more 
directly evaluated.

For instance, Deacon (1997) argues, along with others, that genetic assimi-
lation could not have been a significant factor in the development of the LAD 
because the speed of linguistic evolution so outpaces biological evolution that 
genes tracking grammatical regularities would not have time to go to fi xation 
in the population before these changed and the associated selection pressure 
they entailed disappeared. This sounds plausible, but when tested by modeling 
and simulation it turns out to require an unstated assumption that the full range 
of grammatical possibilities available in the hypothesis space of grammars be 
manifest during the period of adaptation. No matter how much apparent lin-
guistic change is manifested, if this only covers a proper subset of the hypoth-
esis space of grammars, then there will be selection pressure for genes which 
constrain the hypothesis space to just this proper subset under the assumptions 
that this makes learning more robust and efficient and that mastery of language 
confers a fi tness benefit. Of course, this does not prove that genetic assimila-
tion of this kind occurred, but it does suggest Deacon’s argument is fl awed in 
this form.9

In Briscoe (2003, 2005) as well as in earlier work referenced there, I re-
view, evaluate, and model a number of arguments and models both for and 
against genetic assimilation of grammatical information and argue that this 
remains a coherent and evolutionarily plausible account of the emergence and 
maintenance of the LAD. One theme that is often implicit but always present 
in this work is that designing a useful model and deriving results from it is 
a nontrivial business which, although apparently largely a mathematical and 
computational exercise, is in fact replete with complex judgments about the 
appropriate level of abstractness to adopt and what simplifying assumptions it 
is legitimate to make.

For instance, Christiansen and Reali (2006), summarized in Kirby et al. 
(this volume), revisit the relative speed of change argument, albeit without 
considering either Deacon’s arguments or my own work, and present a series 
of simulations which they argue demonstrate that only functionally motivated 
features of language can become genetically encoded because of the rapidity 
of linguistic change compared to biological evolution. They take this as a refu-
tation of Pinker and Bloom’s (1990) claim that arbitrary features of language 
might become encoded in Universal Grammar (the LAD) to make language 
learning more robust. The model of learning is based on that of Hinton and 
Nowlan (1987), and language change is simulated by introducing a new lan-
guage at each time step of the model. They do not measure the communicative 

9 I’d like to make clear at this point that I focus on Terry Deacon’s work not because I think it is 
generally flawed but, on the contrary, because I find it very stimulating and often very convinc-
ing, and this provokes me to evaluate it carefully, even to the extent of building and modifying 
quite complex computational models.



Computational Models of Language 381

success of the evolving learning agents after each time step and they do not in-
vestigate the proportion of the original hypothesis space explored during an av-
erage simulation run. The description of the simulation is not detailed enough 
to infer either; however, it seems likely that the former will be low, contrary to 
attested language change, and the latter high when change is not closely corre-
lated with the genetic makeup of the population at the previous time step. It is, 
therefore, neither surprising nor particularly interesting that genetic assimila-
tion does not occur under these conditions. Christiansen and Reali performed 
a second simulation run in which agents are selected on the basis of their com-
municative success and observed genetic assimilation, but they took this to 
mean that only functionally motivated traits can be assimilated. They appear 
to miss the point that arbitrary features of grammar, if assimilated, become 
functional in this sense if they make learning more efficient and thus increase 
communicative success—Pinker and Bloom’s original point.

Similarly, Reali and Christiansen (2009) argue that there is evidence of con-
siderable overlap in the cognitive mechanisms used in sequential learning and 
language learning. They evolve the initial weights of a population of simple 
RNNs to perform optimally on a sequential learning task. They then used these 
evolved simple RNNs to “learn” (i.e., predict string sequences of) languages 
in an iterated learning model, also allowing the simple RNN weights to evolve 
further, subject to the proviso that they maintained the same performance on 
the original sequential learning task. The result was that languages emerged
with consistent head ordering, but the networks themselves did not evolve fur-
ther. Reali and Christiansen interpret this to mean that a sequential learning 
mechanism exapted for language learning predicts that languages will evolve 
in typologically plausible ways without any specific linguistic biases being 
genetically assimilated. I think this is a potentially interesting claim and line of 
research which is unfortunately undermined by the use of simple RNNs which 
are incapable, in principle, of grammar learning and by the fact that the specifi c 
class of simple RNNs deployed may be unable to even reliably predict the 
sequences of many languages in the space explored given any possible weight 
settings. Rather than using the iterated learning paradigm with a population of 
learners, it would have been more informative to demonstrate learnability (pre-
dictability) of plausible and implausible word-order sequences by networks 
with various weight settings and then demonstrate that a network optimized 
for nonlinguistic sequential learning incorporates a bias against certain word-
order sequences. 

Conclusions

Modeling and simulation are potentially very valuable in such a complex do-
main of enquiry where the constraints on theory are weak given the avail-
able evidence. However, such modeling has a largely negative impact, mostly 
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exposing the flaws and implicit implausible assumptions in arguments. Even 
to achieve this much, models must meet certain criteria before they become 
relevant. They must model the acquisition task realistically, track communica-
tive success in many contexts, and make realistic assumptions about rates and 
types of language change.

To date, I believe that the evolutionarily most plausible account of the emer-
gence and maintenance of the LAD is that a representation language evolved 
out of the compositional “language of thought” capable of mapping meaning 
to sequential or spatial realizations which disambiguate argument relations to 
predicates. Most likely the simplest mappings, requiring the least additional 
apparatus, embody substantive constraints on such mappings and thus are low 
or intermediate on the Chomsky hierarchy of language classes and associated 
automata. In this sense, the LAD already incorporated grammar-/language-
specific bias. However, the linguistic niche created new selection pressures for 
robust and efficient language acquisition, and genetic assimilation provided 
the mechanism by which adaptations encoding ever more informative prior 
biases could evolve. These would most likely be weak biases rather than hard 
constraints, in the face of continuing linguistic evolution and then subsequent 
change within the space of modern human languages, and would asymptote at 
the point where, given such variation in the linguistic environment of adapta-
tion, no further gains were possible or all relevant genetic variation had gone 
to fi xation.
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Abstract

This working group staked out the landscape of mathematical and computational mod-
eling approaches to language evolution. The authors attempt both to provide a survey 
of existing research in this field and to suggest promising novel directions for inves-
tigations. The focus was set on cultural evolution; biological evolution is covered in 
other chapters of this volume. The field is young, manifold, and highly productive, 
with contributions not only from theoretical linguists but also from theoretical physics, 
robotics, computational neuroscience, and machine learning. This chapter provides a 
systematic presentation and comparison of different modeling paradigms, which range 
from a rigorous mathematical analysis of macroscopic language transmission dynam-
ics to computational (even robotic) studies of complex systems populated by learning 
agents. Original contributions of modeling research to the understanding of cultural 
language evolution are highlighted, shedding light on the magnification of learning bias 
through cultural transmission, restricting the space of possible grammars, coevolution 
of categories and names, and the emergence of linguistic ontologies.

Introduction

Mathematical and computational models play a crucial role in all sciences and 
can clearly be helpful to the study of language evolution as well. A model 
makes certain theoretical assumptions about evolutionary forces and linguistic 
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representations and then shows what the consequences of these assumptions 
are on the outcome of language evolution. Of course, the model does not in 
itself prove that the assumptions are empirically valid but shows whether the 
assumptions are coherent, have the effect they are believed to have, and are in 
principle sufficient to generate the phenomena they are claimed to generate. 
Thus, models provide the opportunity to test different hypotheses about the 
ingredients that are necessary for languages with certain properties to emerge
through processes of transmission and interaction between agents. In turn, they 
make predictions about the relationship between language acquisition, com-
municative interaction, and language change that can be assessed through ex-
periments with human participants or robotic agents and through comparison 
with historical data.

In the field of language evolution, a wide range of models has already been 
explored, but this is only the beginning. The complexity of the models, the 
questions they address, and the techniques used to check the validity of current 
models vary widely. Consequently, the discussions in our group did not and 
could not be expected to lead to a unified and complete picture, partly because 
researchers have been looking at entirely different aspects of the enormously 
complex problem of language evolution and have been using very different
methods. Instead we tried to sample the landscape of existing modeling efforts
and the representations of grammar and grammatical processing that are used 
in them. We then surveyed arguments regarding why and how modeling can 
contribute to the overall language evolution research enterprise, and outlined 
future research, including possible collaboration with biologists and linguists.

To avoid a possible misunderstanding, we point out that the discussions in 
our group, and consequently the material in this chapter, focused primarily on 
the cultural evolution of language, to be distinguished from the biological evo-
lution, which is in the focus of other contributions in this volume. Nonetheless, 
investigations of cultural language evolution have implications for research on 
biological evolution, because if it is found that certain traits of language can 
be naturally explained by the former, biological mechanisms are relieved from 
an explanatory load. Conversely, biologically evolved, generic, nonlinguistic 
information-processing capabilities (e.g., sequential processing mechanisms) 
yield the scaffolding for cultural evolution.

Another preparatory remark is that modeling efforts adopt approaches that 
are quite standard in other domains of complex systems science, but may be 
relatively new to linguists. For example, there is often an effort to seek simpli-
fi ed models to clearly pin down the assumptions and, in many cases, to make 
the models tractable from a mathematical point of view. Modelers typically 
focus on replicating statistical distributions of language phenomena rather than 
matching directly the particulars of a given human language. They will fi rst 
consider communication systems that have only a rudimentary resemblance to 
language before increasing the complexity further, step by step. Alternatively,
they will make assumptions about certain aspects of language interaction (such 
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as joint attention or perception) to make simulations viable at all. Some models 
are not about language per se but address the preconditions for language, such 
as cooperation. It is therefore important to keep in mind that the modeling 
work discussed here is primarily concerned with investigating the consequenc-
es of hypotheses rather than trying to model in detail and in a realistic way the 
origins and evolution of human language.

Paradigms for Studying Language Evolution

Discussions in our group arose from the multifaceted experience of the partici-
pants with computer-based simulations of language dynamics, robotic experi-
ments, and mathematical analysis. We are not aware of any generally accepted 
way of characterizing or classifying computational modeling approaches in 
the natural or social sciences. In the present context, we could nevertheless 
identify a number of different modeling paradigms that have grown up his-
torically based on the shared interests of the researchers involved in exploring 
them. Each paradigm frames the process of language evolution in a particular 
way, focuses on some of the forces that might play a role, and then exam-
ines specific fundamental questions through concrete models and experiments. 
Within each paradigm we have seen the development of mathematical models, 
computational or robotic experiments, and psychological experiments with hu-
man subjects. Of course, the distinctions between paradigms made here are to 
some extent arbitrary and not always clear-cut. There are continuous dimen-
sions linking these paradigms and hence considerable opportunities for cross 
fertilization. Moreover, we anticipate that additional modeling paradigms may 
spring up in the future to explore other aspects of the vast research domain of 
language evolution.

A first distinction that can be made is between agent-based models, which 
try to pin down the cognitive and social processes that could give rise to forms 
of language, and macroscopic models, which aggregate the behavior of a po-
pulation and then formulate equations defining the evolution over time among 
these aggregate quantities. Another dimension for categorizing the models 
concerns the importance given to cultural transmission, cognition, or biology,
which has given rise to iterated learning models, language games, and genetic 
evolution models. In Figure 18.1 we illustrate schematically two main dimen-
sions on which the paradigms differ.

Agent-based Models

Agent-based models center on models of individual language users as mem-
bers of populations. The agents are given certain cognitive capabilities (e.g., 
a particular learning strategy) and made to interact (e.g., in the simulation 
of a teacher–learner situation or a communicative interaction between two 
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individuals). By simulating the effect of a large number of interactions, agent-
based models can study under what conditions language systems with similar 
properties as human natural languages can appear. Agent models vary greatly 
in complexity, ranging from simple statistical “bag of words” language models 
to robots using complex grammatical and semantical representation formal-
isms to communicate with each other in a dynamical environment.

Three types of agent-based models have been developed: iterated learning 
models which focus on understanding the role of cultural transmission, lan-
guage game models which emphasize the role of communication and cogni-
tion, and genetic models which explore the role of biological evolution. 

Iterated Learning

The first paradigm, which has already been explored quite extensively, is 
known as the iterated learning paradigm. It focuses on understanding the re-
lationship between properties of the individual and the resulting structure of 
language by embedding a model of an individual learner in a so-called “trans-
mission chain” (also known as “diffusion chain”; for further details see Kirby 
et al. and Briscoe, both this volume; for a review of this approach to studying 
cultural evolution more generally, see Mesoudi 2007). In these models, the lin-
guistic behavior of one individual becomes the learning experience of another 
individual, who in turn goes on to produce behavior that will be input for a 

Ti
m

e

Population size

… … …

…
…

…

Generation 1 

Generation 2 

Generation N

Generation �
… …

Population �

…
…

… …

Legend

Agent

ter ted e rning

ngu ge mes

Figure 18.1 Schematic “coordinate system” comparing agent-based language evolu-
tion paradigms. The simplest models within the iterated learning paradigm focus on 
transmission across generations of agents in a singleton chain of teacher–learner dy-
ades; language games focus on how language constructs emerge and evolve in interac-
tions between agents. Numerous other paradigms can be seen as mixtures and ramifi ca-
tions of these two.
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third individual and so forth. The focus of this framework is on the contribu-
tion of learning in shaping the process of cultural transmission, with the goal of 
specifying precisely the relationship between constraints and biases provided 
by biology and the universal properties of linguistic structure. The idea is that 
a fundamental challenge for language is to be repeatedly transmitted between 
individuals over generations, and the transmission process is imperfect in im-
portant ways (e.g., learners have particular biases, they only see a subset of the 
language, there is noise in the world). The result is an adaptive system whereby 
language evolves culturally in such a way so as to give the appearance of being 
designed for transmission fi delity.

The main simplification in many (but not all) of the models of this “iterated 
learning” process is that the transmission chain consists of a single individual 
at each generation and involves only vertical transmission (i.e., transmission 
between generations). This simplification allows researchers to focus on the 
sole contribution of the learning bias plus the nature of the selection of training 
data (e.g., number of examples), although it leaves out many of the factors as-
sociated with horizontal transmission (e.g., selection of models to learn from, 
having shared communicative goals, and population structure). One avenue for 
future research is to explore the implications of other, more realistic models 
of populations, while maintaining the emphasis on the role of transmission in 
shaping language structure. For a recent review of general cultural evolution 
models, see McElreath and Henrich (2008).

Examples of iterated learning models are presented by Kirby et al. (this 
volume). An emphasis in many of these models has been the explanation of 
the emergence of compositional structure in language. Compositionality, along 
with recursion, is the fundamental feature of human syntax that gives us open-
ended expressivity. It is also arguably absent in any other species, despite the 
prevalence of communication in nature. Accordingly, it is an important target
for explanation. Using mathematical, computational, and experimental mod-
els, researchers have examined the conditions under which compositionality 
and the relationship between compositionality and frequency may emerge.
Specifically, these models suggest that compositionality arises when there is 
a “bottleneck” on the cultural transmission of language; in other words, where 
learning data is sparse. 

Language Games

The second class of models investigates the role of embodiment, communica-
tion, cognition, and social interaction in the formation of language. Instead of 
modeling only teacher–learner situations, as in iterated learning approach, it 
models the communicative interactions themselves in the form of language 
games. A language game is a situated embodied interaction between two indi-
viduals within a shared world that involves some form of symbolic communi-
cation. For example, the speaker asks for “a cup of coffee” and the hearer gives 
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it to her. When speaker and hearer have shared conventions for solving a par-
ticular communicative problem, they use their existing inventory in a routine 
way. When this is not the case, the speaker requires the necessary cognitive 
capabilities to extend his inventory (e.g., expanding the meaning of a word or 
coercing an existing word into a new grammatical role), and the hearer requires 
the ability to infer meanings and functions of unknown items, thereby expand-
ing his knowledge of the speaker’s inventory.

In typical language game models, the individuals playing language games 
are always considered to be members of a population. They interact only in 
pairs without any centralized control or direct meaning transfer. There is un-
avoidable variation in the population because of different histories of interac-
tion with the world and others; however, proper selectionist dynamics, imple-
mented by choosing the right alignment and credit assignment strategies for 
each individual, causes certain variants to be preferred over others. Language 
game models often operate with a fixed population because they examine the 
thesis that language emerges and evolves by the invention, adoption, and align-
ment strategies of individuals in embodied communicative interactions. In ad-
dition, many experiments have been done in which a flow is organized in the 
population with members leaving or entering the population, thus demonstrat-
ing that the model handles cultural evolution as well.

By now there have been dozens of experiments in language games that ex-
plore how different aspects of language may arise (see Steels, this volume). The
simplest and earliest game studied is the naming game, in which agents draw 
attention to individual objects in the world by using (proper) names (Steels 
1995). Guessing games have been used to study the coevolution of perceptu-
ally grounded categories and words (Steels and Belpaeme 2005), fl exible word
meanings (Wellens et al. 2008), and the emergence of spatial language (Steels 
and Loetzsch 2008). Description games have been used in experiments on the 
emergence of grammar, in particular, case grammar (Van Trijp 2008).

Language games have been explored further from three angles: through 
mathematical analysis, particularly using the methods of statistical physics; 
through computational simulations and robotic experiments; and through 
experiments with human subjects as carried out, for example, by Galantucci 
(2005) and Pickering and Garrod (2004). Robotic experiments are particularly 
useful if one wants to study the question of how embodiment plays a role in 
language evolution. Data on actual language change, which comes from histor-
ical linguistics and socio-linguistics, are currently being used to constrain the 
repair and consolidation strategies of agents in grammatical language games; 
data from cognitive linguistics and cognitive semantics, in particular, are used 
to constrain the range of possible conceptualizations that could be the target of 
experiments. The theoretical tools developed in statistical physics and complex 
systems science have recently acquired a central role for the study of language 
games. The suite of methods developed in these fields has indeed allowed us 
to address quantitatively such issues as the scaling of relevant features of the 
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models with the system size (e.g., convergence time or memory requirements; 
Baronchelli et al. 2006b, 2008), the impact of different underlying topology 
on global behaviors (e.g., homogeneous mixing [Baronchelli et al. 2008] vs. 
regular lattices [Baronchelli et al. 2006a] vs. complex networks [Dall’Asta et 
al. 2006a, b]), and the detailed study of convergence dynamics (Baronchelli 
et al. 2008). Thus, for example, it has been shown that complex networks are 
able to yield, at the same time, the fast convergence observed in unstructured 
populations and the finite memory requirements of low dimensional lattices 
(Dall’Asta et al. 2006a, b). Moreover, agents’ architectures and interaction 
rules have been signifi cantly simplified to allow thorough analysis, and this 
has enabled us to pinpoint the crucial ingredients responsible for the desired 
global coordination. The pursuit of simplicity, along with the novelty of the 
complex systems approach to this fi eld, has thus far mostly limited the inves-
tigations to the study of the naming game and category game (in which the 
population ends up with a shared repertoire of categories) (Puglisi et al. 2008). 
Current research is trying to tackle higher-order problems, such as the emer-
gence of compositionality (de Beule 2008). Experiments with human subjects 
show that humans can evolve communication systems, although some are bet-
ter than others, mostly because of differences in social attitudes. Of course the 
greatest challenge is to scale these experiments up to the level of grammatical 
languages. Recent examples already showing the formation of case grammars, 
tense–aspect–mood systems, or determiner systems give reason for optimism 
(see, e.g., Van Trijp 2008).

Genetic Evolution

A third class of models explores the role of biology by modeling the genetic 
transmission of language. Agents are created based on a model of a genome 
that directly codes the lexicon or grammar of their language. Agents then en-
gage in interactions that determine their fitness, and based on communicative 
success they have a higher chance of reproducing in the next generation. Due 
to random mutations and crossover, offspring have slightly different genom-
es, possibly giving higher communicative fitness which then leads to further 
propagation. These models use very similar techniques to those used in ge-
netic algorithms, and they sprang up fi rst in the context of artifi cial life (Can-
gelosi and Parisi 1998). Given that the explicit genetic coding of lexicon and 
grammar is highly implausible from a biological point of view, more recent 
models have considerably weakened this assumption and encode only strong 
biases and universal constraints on possible languages. This is particularly the 
case for the ENGA model (Szathmáry et al. 2007). ENGA is an ambitious 
framework that covers not only the genetics but also the neurodevelopmental 
processes in a biologically realistic way. Linguistic inventories are not coded 
genetically; they are acquired through a learning process. The ENGA model, 
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therefore, attempts to cover the entire spectrum: from genetic to developmental 
and learning processes.

Aggregate Models

In addition to agent-based models, extensive research has constructed macro-
scopic models of language evolution and language dynamics.

Game Theoretic Models of Language Evolution

The main paradigm being explored here draws from the tradition of evolution-
ary game theory to focus on the role of imitation in cultural transmission. Imita-
tion (or reuse) applies both to the adaptation of linguistic performance between 
adult speakers and the acquisition of language by infants. Imitation is framed 
as a form of replication. An evolutionary dynamics ensues in any population 
of replicating entities, provided the entities in the population vary in certain 
heritable characteristics, and replicative success is correlated with this varia-
tion. This is a crucial difference to the iterated learning paradigm, where every 
individual grammar participates equally in language replication. However, the 
game theoretic model—as a form of a selectionist model—assumes faithful 
replication, while replication under iterated learning may be imperfect. Under 
certain simplifying assumptions—like the postulation of an infi nite population
and a continuous time—such evolutionary dynamics can be described by a 
system of ordinary differential equations. In language evolution this dynamics 
is necessarily nonlinear because selection is frequency dependent. This can, for 
instance, be illustrated by the development of vocabulary: whether a candidate 
for a neologism catches on in a linguistic community (i.e., becomes replicated) 
depends on whether or not there already is another word for the same concept 
within this linguistic community. This indicates that the overall frequency dis-
tribution of words is a decisive factor for the fitness of each individual word. 
A similar point can be made for other linguistic units, ranging from phonemes 
to syntactic constructions.

Frequency-dependent selection can be modeled by means of replicator 
dynamics within the mathematical framework of evolutionary game theory 
(Maynard Smith 1982; Hofbauer and Sigmund 1998). In its simplest form, a 
model of a communication game consists of:

a space of meanings and a space of forms,•
a space of production grammars (mappings from meanings to forms),•
a space of comprehension grammars (mappings from forms to mean-•
ings), and
a utility function (i.e., a measure of success for a pairing of grammars, •
depending on the success of communication and complexity of the 
grammars involved).
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Further parameters may be added, like a biased a priori probability distribution 
over meanings, or a confusion matrix for noisy transmissions of forms.

There are several off-the-shelf theorems from biomathematics regarding 
stability conditions for evolutionary games. Such theorems sometimes ren-
der it straightforward to identify the attractor states of the replicator dynamics 
without actually delving into the complexities of the underlying nonlinear dif-
ferential equations.

The biomathematics literature contains a variety of results concerning the 
evolution of communication, where strategies (“grammars”) are assumed to 
be innate and replication is interpreted in the biological sense (e.g., Wärneryd
1993; Trapa and Nowak 2000; Nowak and Krakauer 1999; Nowak et al. 1999; 
Jäger 2008a). These authors mainly consider biological evolution, and they 
assume that communicative success is correlated with biological fi tness (i.e.,
the number of fertile offspring). However, their results are general enough that 
they can be extrapolated to cultural evolution. The background assumption 
here is that communicative success of a certain behavioral trait is positively 
correlated with its likelihood to be imitated (i.e., its cultural fi tness). Possible
applications of evolutionary game theory to the study of the cultural evolution 
of language (in the sense described above) have been investigated (Jäger 2007, 
2008b; Jäger and van Rooij 2007).

Game theoretic research in language evolution has suggested a formal 
framework which is quite useful within this paradigm. Universal Grammar 
or a preexisting bias of grammar learning can be represented in the following 
abstract manner. Suppose we have a finite alphabet (i.e., a finite set of sym-
bols) (Nowak et al. 2001; Komarova et al. 2001; Komarova and Nowak 2001, 
2003; Nowak and Komarova 2001). A language is a probability distribution 
defined on a set of strings composed of the symbols of the alphabet. The al-
lowed languages can be represented as probability distributions on a collection 
of (intersecting) sets. Then a learning mechanism is a way to “navigate” in this 
collection of sets. Pair-wise similarity among languages can be expressed as a 
matrix. The process of learning is thus a sequence of hypotheses of a learner 
in response to the input of a teacher (or teachers), which is a number of strings 
compatible with the teacher(s)’ grammar. This framework allows one to use the 
machinery from mathematical learning theory and connect natural language 
evolution with insights from computer science/machine learning.

Summary

There are obvious relations, complementarities, and continuities between these 
approaches and paradigms. The game theoretic paradigm focuses on the selec-
tionist dynamics of the language itself, whereas language game models use an 
agent-based approach, focusing on the cognitive mechanisms by which agents 
use, invent, and coordinate language so that the selectionist dynamics of lan-
guage emerges. The iterated learning paradigm focuses on the role of bias and 
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the vertical transmission bottleneck and tends, therefore, not to integrate the 
issue of communicative success, cognitive effort, or population dynamics into 
the models. The language game paradigm considers vertical transmission as 
an additional but not crucial effect on language evolution. Pursuing these dif-
ferent approaches provides us with the opportunity to explore how different
factors (e.g., learning, communication, and population structure) infl uence the
process of language evolution.

Linguistic Representations and Processes

Given that syntax was the focus of this Forum, it is relevant to examine what 
kind of representations for grammar are being used in language evolution mod-
els and what kind of syntactic operations and grammatical processes have been 
incorporated into these models. Researchers working on iterated learning and 
game theoretic approaches generally try to use existing “symbolic” formalisms 
or neural network models. Some have argued, however, that the requirements 
of evolvability put additional constraints on the nature of grammatical repre-
sentations and processing, and this has led to some work on novel grammar 
formalisms which can cope with emergent grammar.

Symbolic Grammars

There are a variety of grammatical formalisms in the theoretical linguistics 
literature, some of which have been utilized in evolutionary models whereas 
others, such as Minimalism (Chomsky 1995), have not (possibly because they 
are less easily embedded in theories of processing). Examples of formalisms 
that have been deployed with minimal modifi cation include optimality theory 
(Jäger 2004), extended categorial grammar (Briscoe 2000), and context-free
grammars (Zuidema 2002). All such models require the embedding of the 
formalism into a theory of grammar learning and processing. Modelers have 
drawn on existing proposals from the literature, such as Bayesian parameter 
estimation, compression-based algorithms, or nonstatistical parameter-setting
algorithms for implementing the learning mechanisms used in vertical trans-
mission (Griffiths and Kalish 2007; Briscoe 2000).

Simple Recurrent Networks

Other language evolution models have avoided the explicit representation of 
hierarchical structures, syntactic and semantic categories, and grammatical 
rules, deploying distributed and subsymbolic representation. A popular alter-
native is simple recurrent networks (SRNs; Elman 1990). In SRNs, knowl-
edge of language is learned from the presentation of multiple examples from 
which the networks learn to process syntactic structure. The general aim of 
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such models is to capture observable language performance, rather than ideal-
ized linguistic competence (Christiansen 1992; Christiansen and Chater 1999). 
Much of this work has an emphasis on the integration of multiple sources of 
probabilistic information available in the input to the learner/speaker/hearer 
(e.g., from the perceptuo-motor system, cognition, socio-pragmatics, and 
thought as discussed by Kirby et al., this volume). Although much of this work 
tends to target small fragments of language for the purpose of close modeling 
of psycholinguistic results (e.g., Christiansen and Chater 1999; MacDonald 
and Christiansen 2002), some efforts have gone into scaling up models to deal 
with more realistic language samples, such as full-blown child-directed speech 
(Reali et al. 2003). In this framework, grammatical processing can be con-
ceptualized as a trajectory through a high-dimensional state-space afforded by 
the hidden unit activations of the network (e.g., Elman 1990), potentially sug-
gesting an alternative perspective on constituency and recursion in language 
(Christiansen and Chater 2003). These models do not include explicit grammar 
formalisms, but the behavior of the networks can in some cases be described 
in terms of such formalisms.

Formalisms Designed for Grammar Evolution

Some researchers have developed novel formalisms to be used specifi cally in 
language game experiments. This is particularly the case for fl uid construc-
tion grammar (FCG). FCG (de Beule and Steels 2005) uses representational 
mechanisms already employed in several existing symbolic grammar formal-
isms like head-driven phrase structure grammar (HPSG; Sag et al. 2006) or
lexical–functional grammar (Kaplan and Bresnan 1982) such as a feature/
structure-based representation of intermediary structures during parsing and 
production, a constraint-based representation of linguistic rules so that they 
can be applied in a bidirectional fashion, and unifi cation-style mechanisms
for the application of these rules. FCG is in line with other construction gram-
mar formalisms, such as embodied construction grammar (Bergen and Chang 
2004), in the sense of supporting the explicit representation and processing 
of constructions, which is de-emphasized in Minimalism. However, FCG has 
various additional facilities to enable language evolution experiments:

Individual agents represent a multitude of hypotheses about the emerging1.
language and are therefore able to handle variation in language use.
Rule application is flexible allowing the violation of constraints and 2.
robust parsing and production so that sentences can be understood even 
if they are not entirely grammatical (according to the preferred gram-
mar of the agent).
The different variants compete within the individual when it has to 3.
make decisions about how to express something or interpret something 
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and, as an emergent effect, within the population for dominance in the 
emergent language.
Rather than coding systematicity in terms of more abstract rules, 4. FCG
maintains links between the rules, based on how the rules are formed 
through composition of other rules.

These links are then used for assigning credit or blame after a game, allowing 
the implementation of a multilevel selectionist dynamics. Because of these 
features, FCG exhibits dynamical systems properties seen in network repre-
sentation systems of grammar which do not rely on symbolic structures, such 
as connectionist networks or recurrent neural networks (RNNs), while at the 
same time incorporating many ideas from decades of research into theoretical 
and computational linguistics.

Summary

The computer simulations carried out in the evolution of language research 
rest on a variety of formalisms to represent the inventory of the lexicon and 
grammar of the emerging language in the first place. In choosing a particular 
formalism, the researcher makes a commitment to what aspects of language 
are isolated for an inspection of their role in evolutionary dynamics, and what 
others are (implicitly) excluded.

How Can Modeling Inform the Study of Language Evolution?

Although mathematical and computational modeling of language evolution is 
still in its infancy, there are already quite a few results that show the power of 
the approach, and which may be of interest to biologists and linguistics. Com-
putational modeling, like in any other field, enables two powerful avenues for 
accruing scientifi c insight:

Formal analysis. 1. Computational models have to be rigorously formal-
ized to make them operational on computers. When a simulation is 
running, all aspects of the simulation can be recorded, including the 
population aspects. The same is true in robotic experiments where all 
perceptual states, motor states, and the full details of all processes going 
into language production and understanding can be tracked; this is not 
possible with human subjects. This full access to relevant data makes 
the models amenable to mathematical analyses. Typical questions that 
can be answered by the analytical methods provided by nonlinear dy-
namics, game theory, and statistical physics concern asymptotic prop-
erties of evolutionary dynamics, the dependence of these dynamics on 
scaling parameters, or the prediction of sudden and dramatic changes 
(phase transitions).
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Simulation studies.2.  Carrying out simulations on a computer differs from 
carrying out real-life experiments in two crucial ways: (a) the simulat-
ed piece of reality is completely specifi ed, and (b) one has full control
over varying experimental conditions. There are risks and opportuni-
ties under these circumstances. An obvious pitfall is that the simulation 
may miss a crucial component of the real-life target system—this is the 
problem of abstraction. However, it should be noted that, in principle, 
the same problem is present in experimental designs involving human 
subjects: a particular experimental design may prevent real-life-rele-
vant mechanisms from taking effect. The benefits added to empirical 
experiments (which remain indispensible) by simulation studies are, in 
our view, the following:

A systematic • exploration of large hypothesis spaces is made pos-
sible due to the speed and low cost of simulations. This facilitates 
both the generation of new scientific hypotheses and the testing of 
existing ones.
Model simulations can give existence proofs for the effi ciency of•
certain mechanisms to achieve a certain effect—always, of course, 
modulo the modeling assumptions.
In a related vein, model simulations can give nonuniqueness proofs •
if the same ultimate effect can be obtained by different mechanisms. 
Such demonstrations are helpful in precluding an early “contrac-
tion” to a single explanatory venue in theory development.
Simulations are replicable across different laboratories by sharing •
code.
Critiquing and improving simulation setups is transparent, because it •
is explicit how assumptions become operationalized in the designs.

If one is carefully conscious of the assumptions that go into a simulation 
model, research based on such models can decidedly “open up” the space of 
possible theories in a field, raising the awareness of alternative theories. To
demonstrate this point, we present a number of examples that have arisen from 
ongoing work.

Magnification of Learning Bias through Cultural Transmission

Mathematical analyses of the iterated learning model provides some interest-
ing insights into the relationship between the inductive biases of language 
learners—the factors that lead them to find it easier to learn one language than 
another, as might be the result of genetic constraints on language learning—
and the kinds of languages that will be spoken in a community. As discussed 
by Kirby et al. (this volume) and Briscoe (this volume), one way to capture the 
inductive biases of learners is to assume that they identify a language from a 
set of utterances by applying Bayesian inference, with a “prior” distribution 
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encoding which languages learners consider more probable before seeing any 
data. Languages with higher prior probability can be learned from less evi-
dence, and the prior thus reflects the inductive biases of the learner. Analyses
of iterated learning with Bayesian agents show that the relationship between 
the prior and the languages that are ultimately produced via cultural transmis-
sion can be complex (Griffiths and Kalish 2007; Kirby et al. 2007). Specifi cal-
ly, iterated learning can magnify weak inductive biases, with a slight difference
in the prior probabilities of two languages resulting in a signifi cant difference
in the probability of those languages being produced via cultural transmission. 
These mathematical results suggest that strong genetically encoded constraints 
on learning may not be necessary to explain the structure of human languages, 
with cultural evolution taking on part of the role that might otherwise have 
been played by biological evolution.

Restricting the Space of Possible Grammars

It is tempting to reconstruct the notion of a linguistic universal as a property 
that every language with a grammar that can be cognitively represented and 
learned by humans (i.e., a language that conforms to “Universal Grammar” in 
the Chomskyan sense) shares. Evolutionary models indicate that there may be 
other sources of universals. Briefly put, a possible language must also be at-
tainable under the evolutionary dynamics of language transmission.

In Jäger (2004), this basic idea is illustrated with a particular implementa-
tion. According to optimality theory, Universal Grammar defi nes a fi nite set
of constraints, and each particular grammar is characterized by a linear order-
ing of these constraints. To account for certain strong typological tendencies, 
Aissen (2003) proposed restricting the space of possible grammars further by 
imposing certain subhierarchies of constraints that are never violated.

Following proposals by Boersma (1998), Jäger implements a stochastic 
learning algorithm for optimality theoretic grammars. However, unlike Boers-
ma, Jäger assumes that language acquisition is bidirectional (i.e., the learner 
tries both to mimic the production behavior and the comprehension behavior of 
the teacher). It turned out that some constraint rankings are strictly not learn-
able at all. Among the remaining space of learnable grammars, some are more 
robustly learnable than others. After iterating the learning procedure a few doz-
en or hundred of times (where in each generation, the former learner becomes 
the teacher and produces utterances on the basis of his acquired grammar), 
only constraint rankings that conform to Aissen’s prediction were observed.

The Coevolution of Categories and Names

One of the big debates in language studies concerns the question of how far 
perceptually grounded categories (e.g., such as colors) influence and are infl u-
enced by language that expresses these categories. From a Whorfian point of 
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view there is a strong interaction, whereas those arguing for strong modularity 
argue that categories are innate or induced from empirical data and language 
just labels existing categories. Although color categorization and color nam-
ing does not relate directly to grammar, we include this theme here because 
it exemplifies the quality of insight that can be obtained from modeling stud-
ies, and because categorization and naming are prerequisites for grammatical 
language. Research on the use of language games for studying the coevolu-
tion of categories and names began with Steels and Belpaeme (2004); here, 
agent-based models of color naming and categorization were developed and 
systematically compared. This work showed that although a genetic evolution 
of color categories was possible, it not only took a long time, but also did not 
lead to a system that was adaptive, and it certainly did not lead to universal cat-
egories unless populations remained homogeneous. It also demonstrated that 
a purely learning-based approach did not lead to an explanation for trends in 
color categories nor to sufficient coherence in a population to explain how a 
successful communication was possible. More recently, this research has been 
extended in two directions.

The category game (Puglisi et al. 2008) is a language game that aims at 
describing how a population of agents can bootstrap a shared repertoire of 
linguistic categories out of pairwise interactions and without any central coor-
dination. The main result is the emergence of a shared linguistic layer in which 
perceptual categories are grouped together into emerging linguistic categories 
to guarantee communicative success. Indeed, while perceptual categories are 
poorly aligned between individuals, the boundaries of the linguistic categories 
emerge as a self-organized property of the whole population and are there-
fore almost perfectly harmonized at a global level. Interestingly, the model 
reproduces a typical feature of natural languages: despite a very high reso-
lution power and large population sizes, the number of linguistic categories 
is finite and small. Moreover, a population of individuals reacts to a given 
environment by refining the linguistic partitioning of the most stimulated re-
gions, while nonuniform JNDs (e.g., the human JND function relative to hue 
perception) constrain to some extent the structure of the emergent ontology of 
linguistic categories.

Another simple framework has been designed to investigate the infl uence 
of various realistic features (linguistic, psychological, and physiological) on 
the shared color categorization (Komarova and Jameson 2008). As a result of 
a number of iterations of the appropriate game, a population of agents arrives 
at a shared categorization system, which possesses the following qualities: (a) 
the exemplar space is equipartitioned into a (predictable) number of distinct, 
deterministic color categories, (b) the size of color categories is uniquely de-
fined by the pragmatic similarity parameter, and (c) the location of category 
boundaries possesses rotational symmetry. Empirical data of confusion spec-
tra of abnormal color observers can be incorporated to generate specifi c color
boundary predictions and to deduce how the color categorization of various 
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populations is influenced by the population inhomogeneities (Komarova and 
Jameson 2008).

The Emergence of Linguistic Ontologies

The final example, which shows how modeling can lead to the opening up 
of new theoretical avenues and ideas in language evolution, comes from the 
domain of grammar. Grammar exploits syntactic devices (e.g., word order 
or morphology) to express additional aspects of meaning, such as discourse 
structure, thematic relations (predicate–argument structure), tense–aspect–
mood, determination, scoping constraints on anaphora. In all current linguistic 
theories, the rules of grammar are expressed using an ontology of syntactic 
and semantic categories. These syntactic categories include, for example, parts 
of speech (e.g., noun, verb, adverb), types of constituents (e.g., noun phrase, 
relative clause), syntactic constraints (e.g., agreement, precedence), and syn-
tactic features (e.g., nominative, masculine, neuter). The semantic categories 
include classifications of temporal aspects in terms of tense, aspect, or mood, 
semantic roles such as agent or beneficiary, categories used for conceptualizing 
discourse, like topic/comment, different shades of determination (e.g., defi nite/
indefi nite, count/mass), classifi ers (as used in Bantu languages), deictic refer-
ences both for use inside and outside discourse, epistemtic distinctions, and 
so on. A complex grammar undoubtedly requires hundreds of such categories. 
Thus, to understand the origins and evolution of language, we must know the 
origin of such a linguistic ontology.

There is a common (usually hidden) assumption among many theorists 
that linguistic ontology is universal and innate, but that does not explain how 
it originates. Typologists have argued that linguistic categories are to a large
extent language dependent (Haspelmath 2007), and historical linguists have 
shown that categories change over time (Heine and Kuteva 2008). This sug-
gests that linguistic categories may be similar to categories in other domains 
of cognition (e.g., the color categories), in the sense that they are culturally 
constructed and coordinated.

Recent language game experiments in the formation of a case grammar 
(Steels, this volume) have shown that the formation of linguistic ontologies 
is entirely possible. Concretely, semantic roles as needed in case grammar 
have been shown to arise when agents are trying to reuse by analogy semantic 
frames that have already been expressed in the emergent language. This reuse 
becomes licensed when particular predicate–argument relations are catego-
rized in the same way as those already used in the existing semantic frames. 
Progressively, semantic roles get established and refined, partially driven by 
the semantic analogies that make sense in the real-world domain that generates 
the topics in the language game and partly by the conventions that are being 
enforced by the emergent language (Van Trijp 2008).
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Summary

The examples discussed here illustrate some of the ways in which models of 
the cultural evolution of language can contribute to our understanding of its 
origins. By identifying what aspects of the properties of languages can be pro-
duced by cultural evolution alone, these models remove some of the explana-
tory burden from biological evolution, providing a more realistic target for re-
search into the origins of language. In broad terms, these models illustrate how 
learning, communication, and population structure affect the languages that 
emerge from cultural evolution, providing potential explanations for two of the 
most important aspects of human languages: their consistent properties across 
communities—language universals—and the coherence of linguistic systems 
within communities. In iterated learning models, universals emerge as the re-
sult of learning biases or the goals of communication, and coherence is the 
result of the strength of these biases and the structure of the interactions with 
other individuals. In language game experiments, universal trends emerge due 
to constraints coming from embodiment, the cognitive mechanisms recruited 
for language, the challenge of communication, and the selectionist dynamics 
that emerges in populations of adaptive communicating agents. While there are 
still many questions to explore, these basic results help to illustrate the kinds of 
forces that influence the structure of human languages.

Suggestions for Future Research

Given that there is a broad variety of paradigms and modeling efforts, there 
are also many possible avenues for deepening current results or for exploring 
new avenues of research. Here we describe a number of suggestions without 
any claim to be exhaustive. In general, we can expect models to be developed 
that focus on quite different aspects of language evolution and that will be for-
mulated at very different levels of abstraction. It will be important to establish 
the relationships between these models, such as identifying to what extent a 
simpler and more abstract model can be understood as an approximation to a 
more elaborate one.

Tighter Coupling between Models and Laboratory Experiments

It is important for future research to develop a tighter coupling between models 
and laboratory experiments. Currently, there are two ways in which conduct-
ing laboratory experiments in cultural evolution can complement the insights 
provided by mathematical and computational models. First, they provide a di-
rect way of testing the predictions of these models, allowing us to ensure that 
the claims that we make about cultural evolution are actually borne out when 
these processes involve real people rather than abstract agents. For example, 
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Kalish et al. (2007) and Griffiths et al. (2008) have conducted direct tests of 
the key prediction that arises from models of iterated learning with Bayesian 
agents (i.e., structures that are easier to learn will be favored by the process 
of cultural transmission) by conducting laboratory experiments in which the 
structures transmitted by iterated learning were categories and functional re-
lationships between variables for which previous research in cognitive psy-
chology had established results on the difficulty of learning. Laboratory ex-
periments, however, can also be valuable for a second reason: they provide 
a closer approximation to the true processes involved in language evolution. 
The models discussed earlier make assumptions both about how information 
is passed between agents and the learning mechanisms used by those agents. 
Conducting laboratory experiments in which information is passed between 
agents in the way described by a model, but where the agents are real human 
beings, removes one level of approximation from these models, allowing us to 
explore the plausibility of processes of cultural transmission as an account of 
why languages have the properties they do (Dowman et al. 2008). The experi-
ment described by Kirby et al. (this volume) is of this kind, showing that iter-
ated learning with human learners produces compositional structures. Further 
experiments that test models of language evolution and evaluate the impact of 
different forms of cultural transmission can help us develop models that pro-
vide a closer match to human behavior and assess the contributions of different
kinds of evolutionary forces.

Tighter Coupling between Models and Data from Historical Linguistics

Much is known about the historical evolution of human languages over the 
past 5000 years. This research shows that there are recurrent patterns of gram-
maticalization and lexical change, and detailed case studies exist to explain, 
for example, how a language has developed determiners, a case system, or 
a tonal system (see, e.g., Heine and Kuteva 2008). It is therefore obvious 
that these results should constrain models of language evolution. Although it 
will never be possible to reconstruct the actual evolution of human languag-
es, it might be possible to see similar grammaticalization phenomena as in 
human languages.

Modeling the Potential Role of Exaptation on Language Evolution

It is widely assumed that language in some form or another originated by pig-
gybacking on a preexisting mechanism— exaptations—not dedicated to lan-
guage. A possible avenue of language evolution modeling involves testing the 
possible effects for language evolution of particular hypothesized exaptations. 
For example, improved sequential learning of hierarchically organized struc-
ture in the human lineage has been proposed as a possible preadaptation for 
language (Christiansen and Chater 2008; Conway and Christiansen 2001), in 
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part based on work in language acquisition (Gómez and Gerken 2000) and 
genetic data regarding the potential role of FOXP2 in sequential learning (Hill-
iard and White, this volume). Reali and Christiansen (2009) have explored 
the implications of such assumptions by determining the effect of constraints 
derived from an earlier evolved mechanism for sequential learning on the in-
teraction between biological and linguistic adaptation across generations of 
language learners. SRNs were initially allowed to evolve “biologically” to im-
prove their sequential learning abilities, after which language was introduced 
into the population, comparing the relative contribution of biological and lin-
guistic adaptation by allowing both networks and language to change over 
time. Reali and Christiansen’s (2009) simulation results supported two main 
conclusions: First, over generations, a consistent head-ordering emerged due 
to linguistic adaptation. This is consistent with previous studies which suggest 
that some apparently arbitrary aspects of linguistic structure may arise from 
cognitive constraints on sequential learning. Second, when networks were 
selected to maintain a good level of performance on the sequential learning 
task, language learnability is significantly improved by linguistic adaptation 
but not by biological adaptation. Indeed, the pressure toward maintaining a 
high level of sequential learning performance prevented biological assimi-
lation of linguistic-specific knowledge from occurring. Similarly, it may be 
possible to investigate the potential effects of other hypothesized exaptations 
on the relative contribution of cultural evolution and genetic assimilation to 
language evolution.

Along the same line, several language game experiments have examined 
how generic cognitive mechanisms could become recruited for language, 
pushed by the needs to solve specific problems in communication or in boot-
strapping an efficient system (Steels 2007). For example, perspective and per-
spective reversal is often lexicalized in human languages to avoid ambiguity 
from which point of view a spatial relation should be interpreted.

Effects of Biased Unfaithful Copying

When empirical predictions are derived from dynamical models, the notion 
of an equilibrium is central. In the evolutionary context, we expect systems to 
spend most of their time in an evolutionarily stable state. The insights from 
historical linguistics, especially regarding grammaticalization, indicate that 
language never actually reaches such a stable state.1 Rather, languages per-
petually change in a partially predictable way. Complex morphology tends to 
be reduced over time and to disappear altogether eventually. An example is 
the loss of case distinctions from Latin (five cases) to French (no case distinc-
tions). On the other hand, lexical morphemes are recruited to serve grammatical 

1 This statement might be too bold in its generality. Some aspects of language are certainly in 
equilibrium most of the time. A good example might be vowel systems.
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functions. A recent example is the use of the item “going to” in contemporary 
English to express future. This recruitment usually concurs with phonological 
reduction, like the change from going to to gonna. Grammatical words tend to 
get further reduced to affixes; one example would be the regular German past 
tense morpheme t that is originally derived from the Germanic verb tun (in 
English: do).

The macroscopic consequence of these processes is that languages continu-
ally change their grammatical type, moving from synthetic to analytic, due to 
reduction of morphology, and back to synthetic, due to recruitment of lexical 
items for grammatical purposes and their subsequent reduction to affi xes. The
underlying microdynamics involves biased unfaithful copying (i.e., words and 
phrases are not imitated verbatim but phonetically reduced and semantically 
modified). The challenge for evolutionary models is to connect these two as-
pects in such a way that the directedness of language change is connected 
to empirical insight about unfaithful replication in language use. Deutscher 
(2005) has proposed a verbal model that resembles the socio-linguistic argu-
ments of Labov (2001). Individuals often innovate new speech forms in an 
effort to find a more emphatic or colorful way of phrasing an idea or grammati-
cal function. Conventional forms bore us while prose or speech stylists who 
play with the limits of convention attract attention. When prestigious people 
do this, the new speech form tends to spread. Sometimes the motivations for 
innovation are social; people seem to favor forms of speaking that differentiate
them from social others. In other words, linguistic equilibria are weakly con-
strained in that communicating individuals must agree suffi ciently on meanings 
for communication to be possible. Yet a speech community can easily cope 
with a modest rate of innovation driven by social and aesthetic forces. To our 
knowledge, these mechanisms have not been incorporated into formal models 
except in the special case of symbolic markers of group boundaries (McElreath 
et al. 2003).

Long-term Language Change Dynamics: A Mathematical Perspective

It appears that language modeling poses challenges for existing mathematical 
methods commonly used to describe emerging and dynamical real-life phe-
nomenon. A ready example comes from language games. Language game so-
lutions may vary with regards to their stability properties, depending on the 
type/purpose of the model use and on the exact question we address. In cer-
tain situations, interesting quasi-stable solutions are attained. One instantia-
tion comes from modeling color categorization in people, where the shared 
population categorization solution cannot be described as a stable solution of a 
dynamical system, or a stationary probability distribution of a stochastic pro-
cess. In the category game (Puglisi et al. 2008), even though the only absorbing 
state is the trivial one in which all the agents share the same unique word for all 
their perceptual categories, there are clear signatures of a saturation with time 
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of metastable states with a finite and “small” number of linguistic categories. 
This observation suggests an analogy with glassy systems in physics (Mezard 
et al. 1987) and is also confirmed by quantitative observations. Thus, in this 
framework, interesting solutions would be long-lived (strongly, e.g., exponen-
tially, dependent on the population size) pre-asymptotic states. In other models 
of color categorization, the shared population categorization solution appears 
dynamically stable on a certain timescale, but it may drift or cycle (while re-
taining global topological structure) on longer timescales, depending on the 
particular constraints. Mathematical properties of such solutions have not been 
investigated in detail but their understanding is important because conventional 
methods do not grasp the relevant properties of such solutions. The application 
of new mathematical technologies thus developed will be wide, as it has im-
plications in the dynamics of populations of learners trying to achieve shared 
solutions on (possibly very complex) topological semantic spaces.

Selectively Neutral Mechanisms of Linguistic Evolution

A further direction for future research is to understand to what extent processes 
of selection are necessary to explain the properties of languages. In biology,
selectively neutral processes such as mutation and genetic drift have been iden-
tified as playing a significant role in accounting for genetic variation (Kimura 
1983). It remains to be seen whether linguistic variation is best analyzed as the 
result of selective pressures acting on the properties of languages, or the out-
come of selectively neutral processes that are the cultural equivalents of muta-
tion and drift. Answering this question requires developing a “neutral theory” 
for language evolution. In this case, the analog of mutation is the variation that 
is produced as a consequence of failed transmission of languages through the 
“learning bottleneck” produced by the fact that learners only observe a fi nite 
number of utterances. Iterated learning models thus provide a starting point for 
developing a neutral theory, and understanding which properties of languages 
can be produced by iterated learning and which properties cannot thus consti-
tutes an interesting direction for future research.

Replicators

This discussion opens up the question of whether or not we should be think-
ing about cultural transmission/social interaction models in terms of compe-
tition among replications or, more excitingly, in terms of different levels or 
types of replication. It is tempting to propose (as outlined in Kirby 2006) that 
the emergence of syntax marks a change from one type of replicator (solitary 
replicators) to another (ensemble replicators), to use terms from Szathmáry 
(2000). However, this raises the issue of what exactly these replicators are, and 
whether their dynamics are best described in terms of selection at all.
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It appears that the answers to these questions vary enormously depending on 
one’s perspective on the best way to represent the knowledge being acquired/
adapted by individuals and the mechanisms for acquiring that knowledge. For 
example, one view of language might propose that we internalize a set of con-
structions (e.g., Croft 2000) that have a fairly straightforward relationship with 
utterances. Accordingly, we might reasonably think of these constructions as 
replicators, with selection being driven by speakers choosing among construc-
tions to use to produce an utterance. Alternatively, we could think of learners 
as providing selection pressure, with the constructions that produce the most 
evidence for their existence in the data available to the learner ending up being 
the most stable through the learning bottleneck. Here, we can imagine con-
structions competing for place in the learners’ input.

Another view might be that a language is a hypothesis for which we select 
on the basis of evidence combined with an inductive bias. Where are the rep-
licators here? Who is doing the selection? Given this latter perspective, the 
neutral model outlined earlier appears more appropriate.

Which of these perspectives is correct? It is possible that in fact they are 
compatible—that they are different ways of analyzing the same process, name-
ly social/cultural adaptation. The challenge is in seeing how these analyses 
relate to one another and to the models that exist in the literature.

Incidentally, we need to be clear that when we refer to selection and replica-
tion here, we are not talking about selection of heritable genetic variation (al-
though that is clearly relevant to language evolution and to models of language 
evolution). Nor are we referring to the natural selection of cultural variants, a 
mechanism by which fitter individuals are more likely to survive and pass on 
their cultural traits (although this, too, is likely to be important). Instead, we 
are talking about the kind of adaptation that occurs purely through the complex 
process of a repeated cycle of utterance creation, interpretation, and internal-
ization that happens in language transmission—be it in an iterated learning 
model focusing on vertical transmission or a negotiation model focusing on 
social coordination.

Gene–Culture Coevolution

As we pointed out at the onset of this chapter, the current focus of language 
evolution modeling lies in cultural evolution. It is, however, clear that a com-
plete picture must integrate cultural with biological (genetic) evolution. Formal 
modeling of gene–culture coevolution began in the mid-1970s (Cavalli-Sforza 
and Feldman 1981). Briscoe (2003, this volume) reviews models of gene–cul-
ture coevolution applied to language evolution. The basic idea is to use the 
population geneticists’ recursion equation formalism for cultural as well as 
genetic evolution. The result is a system of linked dynamic equations that keep 
track of genes and culture as they change through time. In general, genes can 
influence culture via decision-making rules. An innate syntax might constrain 



What Can Models Tell Us about the Origins of Syntax? 407

the evolution of languages. The flow of causation will also generally work the 
other way. An element of a culturally transmitted protolanguage might exert 
selective pressure on the genes. If genetic variation exists in the innate supports 
for language, and if more efficient communication is favored, the variants that 
make the protolanguage more sophisticated will increase in the population. 
Since cultural evolution will tend to be faster than genetic evolution, cultural 
evolution will tend to be the driving partner in the coevolutionary circuit and 
genetic evolution the rate limiting step. This does not tell us anything about 
the division of labor between genes and culture at evolutionary equilibrium. 
That will depend upon many contingent costs and benefits of transmitting ad-
aptations genetically versus culturally. Very broadly speaking, the genetic and 
cultural subsystems are both adaptive systems, and selection may be more or 
less indifferent as to how a given adaptation is transmitted.

Although a complete coverage of gene–cultural modeling remains as a task 
for the future, one question which has already been studied by gene–culture 
coevolutionists is whether and how the evolution of various human adaptations 
may facilitate or constrain the evolution of language (see Boyd and Richerson 
1985, 1996, 2005). Language would seem to require a large measure of coop-
eration. Otherwise hearers could not trust speakers. The noncooperative case 
seems to exemplify the situation for most other species. Hence communication 
systems in other animals are rather limited. Even in humans, people who live 
in different societies may not be trustworthy sources of information. Hence the 
evolution of linguistic differences between human groups may be adapted to 
limit communications from untrustworthy others.

Advanced Recurrent Neural Network Models

There exist a number of RNN architectures designed to model complex lin-
guistic (or visual) processing that are both computationally powerful and part-
ly biologically plausible. These models have not yet been used as a basis for 
evolution of language studies. Due to their expressivity and the availability of 
advanced learning algorithms, they appear to be promising carrier formalisms 
for future evolutionary studies of grammatical processing.

The SHRUTI family of connectionist architectures (e.g., Shastri 1999) rep-
resents a long-standing research strand to explain fast-forward inferences in 
semantic text understanding. These models are very complex, hand-designed 
networks of semantic and syntactic processing nodes which communicate with 
each other by biologically motivated neural spike codes, enabling combinato-
rial binding of different representation nodes across the network.

In machine learning, a recent landmark paper (Hinton and Salakhutdinov 
2006) has unleashed a flurry of research in deep belief networks (DBNs) and 
restricted Boltzmann machines (RBMs). With these models and novel learning 
algorithms, it has become feasible for the first time to train deep conceptual hi-
erarchical representations from large-volume real-life data in an unsupervised 
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way. While this field has been preoccupied thus far with visual learning tasks, 
the step toward speech/text input is imminent.

Another family of hierarchical RNN-based models for learning represen-
tations of very complex multiscale data is emerging. These models arise as 
hierarchical/multiscale extensions of echo state networks (Jaeger and Haas 
2004) or liquid state machines (Maass et al. 2002), the two main exemplars 
of a new computational paradigm in neuroinformatics referred to as reservoir
computing (Jaeger et al. 2005). They share a number of important characteris-
tics with the neural models of speech recognition explored by Dominey (2005; 
Dominey et al. 2006). In this field, language and speech modeling is indeed an 
important target domain.

An important characteristic of all RNN models, which sets them apart from 
symbolic grammar formalisms, is that speech/language processing is construed 
as a fast, self-organizing dynamical system, which does not need search sub-
routines and does not build interim alternative interpretations. On the positive 
side, this leads to very fast processing (timescale of a few neuronal delays); 
on the negative side, if an interpretation trajectory goes astray, this has to be 
detected and separate repair mechanisms have to be invoked.

 Creatures-based Modeling

Current simulation-based studies on language change concentrate primarily 
on cultural transmission dynamics. Neither brain structures nor genetic deter-
minants for such brain structures are modeled. This makes simulation-based 
research blind to some of the questions that are raised in biological evolution-
ary accounts of the origins of language (in this volume, see chapters by Givón, 
Fedor et al., Hilliard and White). A potentially powerful avenue would be to 
simulate brain–body coevolution along the lines staked out in Artifi cial Life
and Evolutionary Robotics (e.g., Sims 1994; Nolfi  and Floreano 2000; Szath-
máry 2007). In this research, artificial creatures are evolved in simulation or 
in physical robotic hardware. A creature has a body equipped with sensors and 
actuators, and is controlled by an artificial neural network that coevolves with 
the body. Research of this kind has resulted in the evolution of surprisingly 
complex and adaptive behavior repertoires driven by neurocontrollers of sur-
prisingly small size. However, linguistic capabilities have so far largely fallen 
beyond the scope of this research (cf. Wischmann and Pasemann 2006). It ap-
pears a natural and fascinating endeavor, albeit computationally challenging, 
to implement simulation scenarios where body+brain creatures are evolved 
under selective pressures that favor efficient communication. In this way, sim-
ulation-based research might tell an almost complete (if duly simplifi ed) story,
connecting mechanisms of genetic coding of neural structures and the ensuing 
slow “biological” adaptations with the fast cultural transmission dynamics that 
are the hallmark of today’s investigations.
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Detailed Models of Language Learning During Development

Most models of language and syntax evolution treat an individual’s learning 
of language during their “childhood” in a very simplistic fashion. However,
the transmission of language from one generation to the next is clearly a cen-
tral aspect of the evolution of language. Thus, more elaborate modeling of the 
acquisition of language during infancy and childhood is needed. Ideally, such 
models would take the embodied nature of language learning into account, 
capturing how the learner interacts with their physical and social environment. 
At the same time such models should be constrained by developmental psy-
chology and developmental neuroscience, providing constraints regarding the 
underlying neural structures, representations, and learning mechanisms, as 
well as the nature of the language input to which infants are typically exposed. 
Thus far, such approaches have been mostly restricted to learning early precur-
sors of language, such as gaze following (Triesch et al. 2006) or learning of 
word meanings (Yu et al. 2005), but the time seems ripe to extend such models 
toward the acquisition of grammatical structures.

Case Studies

Scientifi c fields often organize their research around key challenges that are 
accepted by a large group of researchers independently of the methods they 
are using. In technical fields, such as machine learning, robotics, or high per-
formance computing, there are often well-defined challenges against which 
different research groups compete, often leading to very rapid progress (e.g., 
as seen in the Robocup). What would such key challenges look like in the 
case of language evolution? One possibility is to pick a certain domain which 
has been grammaticalized in many languages of the world, although often in 
different ways, and show what cognitive mechanisms and interaction patterns 
are needed to see the emergence of such a system in a population of agents. 
Another possibility is to develop evolutionary models that are also capable of 
capturing psycholinguistic data on actual human language behavior.

In terms of domain, consider the following example: Many languages have 
the means to express predicate–argument structure through a system of case 
grammar, either expressed morphologically or through word-order structure. 
The emergence of such a system requires not only the emergence of conven-
tions but also the emergence of the semantic and syntactic categories that un-
derly it. A lot of data is available from historical linguistics showing how such 
systems have arisen in human natural languages, often by the grammaticaliza-
tion of verbs, and these data could be used to constrain potential models. Some 
attempts have already been made to explain the emergence of case grammar,
from the viewpoints of each of the paradigms introduced earlier (Moy 2006; 
Jäger 2007; Van Trijp 2008), and these can act as a starting point for tack-
ling this challenge. It is not difficult to imagine other aspects of grammar that 
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could form the focus of well-defined challenges, and once these are addressed, 
more challenging ones could be attempted, such as clause structure with long-
distance dependencies.

Conclusion

Mathematical and computational models of language evolution make it pos-
sible to examine the consequences of certain theoretical assumptions by math-
ematical deduction, large-scale computer simulation, or robotic experimenta-
tion. Several efforts are under way to apply this methodology to questions 
related to the problem of the origins and evolution of language. No single 
paradigm or methodology exists; instead, multiple paradigms explore differ-
ent questions. At present, models focus primarily on the origins of lexicons, 
categories that can act as building blocks for conceptualization, and simple 
languages with few of the complex structuring principles found in human lan-
guages (cf. Briscoe, this volume). However, we are confi dent that the techno-
logical foundations and mathematical tools will become progressively more 
sophisticated and thus be able to tackle increasingly deeper and more intricate 
questions relating to the origins and evolution of syntax in language.



Glossary
ADV Adverb
AF Articulate fasciculus
AFP Anterior forebrain pathway
AG Angular gyrus
AMH Anatomically modern humans
AP Adjective phrase
ApoE4 Apolipoprotein E
BA Brodmann’s area
Baldwin effect Proposed by James Mark Baldwin, the Baldwin effect,

also known as Baldwinian evolution or ontogenic evo-
lution, consists of a mechanism for specifi c selection
for general learning ability. Selected offspring tend to 
have an increased capacity for learning new skills rath-
er than being confined to genetically coded, relatively 
fixed abilities. Suppose a species is threatened by a new 
predator and there is a behavior that makes it more dif-
ficult for the predator to kill individuals of the species. 
Individuals who learn the behavior more quickly will 
obviously be at an advantage. As time goes on, the abil-
ity to learn the behavior will improve (by genetic selec-
tion), and at some point it will seem to be an instinct, 
thus the repertoire of genetically encoded abilities can 
ultimately increase. This ultimate phase of the Baldwin 
effect is related to the concept of genetic assimilation.

BG Basal ganglia
Binding Relationship between anaphors and their antecedents
Birdsong Bird vocalization includes both bird calls and bird 

songs. The distinction between songs and calls is based 
upon inflection, length, and context. Songs are longer 
and more complex and are associated with courtship 
and mating, whereas calls tend to serve such functions 
as alarms or keeping members of a flock in contact.

Birdsong syntax Temporal sequence in which discrete units of song 
(notes, syllables, phrases, motifs, bouts) are produced

BOLD signal Blood-oxygen-level-dependent signal
CFG Context-free grammar
CHiP Chromatin immunoprecipitation
CNTNAP2 Contactin-associated protein-like 2 gene
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Coevolution In population biology, coevolution refers to the joint 
evolution of populations of two or more species in-
teracting with each other, which is triggered by these 
interactions.

Control Select the closest possible antecedent for the verb in 
question, subject to lexical exceptions that are deter-
mined by purely semantic considerations

CP Complementizer phrase
CS Central sulcus
CSF Cerebrospinal fl uid
CT Computed tomography
CVP Category violation point
CYCLE Curtiss-Yamada comprehensive language evaluation
DA Dopamine 
DBN Deep belief network
DLM Dorsolateral thalamus
dobj Direct object
DP Determiner phrase
DSI Diffusion spectrum MRI
DTI Diffusion tensor imaging
DVD Developmental verbal dyspraxia
DZ Dizygotic
EEG Electroencephalography
ELAN Early left anterior negativity
Empty categories Elements that are “understood” but not phonetically 

expressed
ENGA Evolutionary neurogenetic algorithm
ENU N-ethyl-N-nitrosourea
EOI Extended optional infi nitive theory
ERP Event-related potential
Evolvability Capacity of a population of organisms to respond to di-

rectional selection (e.g., sexual recombination)
Exaptation Exaptation, co-option, and preadaptation are related 

terms referring to shifts in the function of a trait dur-
ing evolution. For example, a trait can evolve because it 
served one particular function, but it may subsequently 
come to serve another, initially, in a mostly rudimentary 
form. Bird feathers are a classic example: initially they 
evolved to regulate temperature but were later adapted 
for fl ight.

F Feature triggering one of the major syntactic operations
FCG Fluid construction grammar
FDG Fluorodeoxyglucose
FIN Finite
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FLS Fasciculus longitudinalis superior
fMRI Functional magnetic resonance imaging
FOC Focus
fOP Frontal operculum
FOXP2 Transcription factor identified in 2001 as the monoge-

netic locus of a mutation causing an inherited speech 
and language disorder. Human “FOXP2” is capitalized, 
mouse “Foxp2” is not, and “FoxP2” denotes the mol-
ecule in mixed groups of animals. Italics are used when 
referring to genetic material such as FoxP2 mRNA.

FSG Finite state grammar 
Genetic assimilation Process by which the effect of an environmental condi-

tion, such as exposure to a substance, is used in con-
junction with artificial selection or natural selection 
to create a strain of organisms with similar changes in 
phenotype that are encoded genetically. It also refers to 
cases when individuals initially have to learn some trait, 
followed by the appearance of organisms by selection 
that are “hardwired” for that trait (i.e., their nervous sys-
tems become tuned by genes rather than experience).

GPSG Generalized phrase structure grammars
H Functional head
Haplotype Contraction of the term “haploid genotype.” In genetics, 

a haplotype is a combination of alleles at multiple loci 
that are transmitted together on the same chromosome. 
Haplotype may refer to as few as two loci or to an entire 
chromosome depending on the number of recombina-
tion events that have occurred between a given set of 
loci. Haplotype is also a set of single nucleotide poly-
morphisms on a single chromatid that are statistically 
associated.

HPSG Head-driven phrase structure grammar
HVC High vocal center (a premotor-association cortex-like 

pallial region)
ID Immediate dominance
IFC Inferior frontal cortex
IFG Inferior frontal gyrus
INT Interrogative, a node label that triggers question forms
LAD Language acquisition device
LAN Left anterior negativity
LDD Long-distance dependencies
LH Left hemisphere
LIFC Left inferior frontal cortex
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LMAN Lateral portion of the magnocellular nucleus of the an-
terior nidopallium 

LP Linear precedence
MDL Minimum description length
MEG Magnetoencephalography
Merge Process that takes any two units (words, phrases, 

clauses…) and forms them into a single unit, subject to 
“feature-matching”

MFG Middle frontal gyrus
MNI Montreal Neurological Institute
MNS Mirror neuron system
MOD Modality
Move The instruction that triggers movement (vide infra) in 

the course of a sentence derivation
Movement Hypothesized process in syntax that generates a lexical 

item in one position in the original mental representa-
tion of a sentence but causes that item to appear in an-
other position when the sentence is externalized.

MRI Magnetic resonance imaging
MTG Medial temporal gyrus
MZ Monozygotic
N400 response Negative deflection (topologically distributed over cen-

tral-parietal sites on the scalp) elicited by unexpected 
linguistic stimuli peaking approximately 400 ms (300–
500 ms) after the presentation of the stimulus

Niche construction Creation (in whole or part) of an ecological niche by a 
particular species

NOM Nominative case
NP Noun phrase
O Object
P&P approach Principles and Parameter approach
P600 response Positive deflection (appearing mostly over the posterior 

part of the center of the scalp) elicited by a violating 
word versus a correct control, peaking roughly around 
600 ms, but more typically at 500–900 ms

PET Positron emission tomography
PF Phonological form
PHON Sound (phonetic form)
pITG Posterior inferior temporal gyrus
pMTG Posterior middle temporal gyrus
PP Prepositional phrase
PRO Pronominal subject
PSG Phrase structure grammar
Q Question
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RA Robust nucleus of the arcopallium
RBM Restricted Boltzmann machine 
Recursion Ability to insert one structure inside another of the same 

kind; any process that uses the output of one stage as the 
input to the next

RH Right hemisphere
RNN Recurrent neural network
ROI Regions of interest
S Subject
SAP Sound Analysis Pro 
SD Standard deviation
SEM Meaning (logical form)
SF Sylvian fi ssure
Shruti model Neurally motivated model of relational knowledge 

representation and rapid inference using temporal 
synchrony

SLF Superior longitudinal fasciculus
SLI Specific language impairment
SMG Supramarginal gyrus
SNPs Single nucleotide polymorphisms
Spell-out Phonetic realization of the various expressions
SPM Sentence-picture matching
SRN Simple recurrent network
SRT Serial-response time task
STG Superior temporal gyrus
STM Short-term memory
STS Superior temporal sulcus
SVO Subject, verb, object
Syntax Process for progressively merging words into larger

units, upon which algorithms are superimposed that de-
termine the reference of items which might otherwise 
be misleading

T Tense
TMA Tense, modal, aspect 
TMS Transcranial magnetic stimulation
ToM Theory of mind
TOP Topic
TP Tense phrase
UG Universal Grammar
V Verb
vlPFC Ventrolateral prefrontal cortex
VLSM Voxel-based lesion-symptom mapping
VP Verb phrase
vPMC Ventral premotor cortex
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VSO Verb, subject, object
WAB Western aphasia battery
WGCNA Weighted gene co-expression network analysis
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